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Abstract

The emergence of clinical data warehouses (CDWSs), which contain the medical data of
millions of patients, has paved the way for vast data sharing for research. The quality
of MRIs gathered in CDWs differs greatly from what is observed in research settings and
reflects a certain clinical reality. Consequently, a significant proportion of these images
turns out to be unusable due to their poor quality. Given the massive volume of MRIs
contained in CDWs, the manual rating of image quality is impossible. Thus, it is necessary
to develop an automated solution capable of effectively identifying corrupted images in
CDWs.
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AUTOMATED MRI QUALITY ASSESSMENT IN CLINICAL DATA WAREHOUSES:

This study presents an innovative transfer learning method for automated quality con-
trol of 3D gradient echo T1-weighted brain MRIs within a CDW, leveraging artefact sim-
ulation. We first intentionally corrupt images from research datasets by inducing poorer
contrast, adding noise and introducing motion artefacts. Subsequently, three artefact-
specific models are pre-trained using these corrupted images to detect distinct types of
artefacts. Finally, the models are generalised to routine clinical data through a transfer
learning technique, utilising 3660 manually annotated images. The overall image quality
is inferred from the results of the three models, each designed to detect a specific type of
artefact. Our method was validated on an independent test set of 385 3D gradient echo
T1-weighted MRIs.

Our proposed approach achieved excellent results for the detection of bad quality MRIs,
with a balanced accuracy of over 87%, surpassing our previous approach by 3.5 percent
points. Additionally, we achieved a satisfactory balanced accuracy of 79% for the detection
of moderate quality MRIs, outperforming our previous performance by 5 percent points.
Our framework provides a valuable tool for exploiting the potential of MRIs in CDWs.

Keywords: Clinical data warehouse, Deep learning, Transfer learning, Quality control,
MRI

1. Introduction

Quality control (QC) is the first crucial step when working with routine clinical images
from a clinical data warehouse (CDW). CDWs contain the medical data of millions of
patients, such as medical reports, biological results and imaging studies. The Assistance
Publique-Hopitaux de Paris (AP-HP), the university hospital trust of the Greater Paris
area, has developed its own CDW gathering more than 25 million images, including more
than 200,000 gradient echo 3D brain T1-weighted (T1w) magnetic resonance images (MRIs),
acquired in 39 different hospitals. This anatomical sequence is best suited for evaluating
regional volume loss and is for example part of the protocol for assessing neurodegenerative
diseases. MRIs are susceptible to a wide range of artefacts, resulting from both the intrinsic
characteristics of the scanner and the patient’s interaction with it (Krupa and Bekiesinska-
Figatowska, 2015). In a previous study performed on the AP-HP CDW (Bottani et al.,
2022), we showed that more than 30% of a large representative subset of 3D T1w brain MR
images were of poor quality and 25% were completely unusable and unsuitable for further
analysis. These images were affected by various common defects such as poor contrast
(41% of the images), motion (28% of the images) and noise (22% of the images). Given
the enormous volume of images within the CDW, it is imperative to implement an effective
automated QC process.

Unfortunately, due to the large number of poor quality MRIs and the presence of
contrast-enhanced images (gadolinium injected T1lw MRI), it is not possible to use QC
solutions that require significant pre-processing, such as MRIQC (Esteban et al., 2017) or
the approach used for the UKBioBank (Alfaro-Almagro et al., 2018). These solutions rely
on metrics calculated from segmentation maps, which cannot be generated accurately for
many images acquired in clinical routine. Machine learning-based QC methods seem more
appropriate for our problem as they do not require extensive pre-processing. For example,
(Kiistner et al., 2018) proposed a new machine learning-based reference-free MRI quality
assessment framework that uses active leaning to efficiently estimate quality classes on a
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5-point Likert scale. More recently, Sujit et al. (2019) used convolutional neural networks
(CNNs) for automated QC of T1w MRIs thanks to their ability to learn features without
prior knowledge of which ones are the most suitable. However, most of these works lim-
its their application to research images acquired following a well-defined research protocol
acquisition. Other works focus on just detecting a single type of artefact, such as noise
(Manjén et al., 2015; Kidoh et al., 2020) or motion (Oksuz, 2021; Fantini et al., 2021; Vakli
et al., 2023). In a previous study, we introduced a framework for performing automatic QC
of T1w brain MRIs within a CDW using fully supervised deep learning techniques (Bottani
et al., 2022). While our approach demonstrated good accuracy in identifying bad quality
images, its performance in detecting medium quality images was less satisfactory, with a
balanced accuracy of 74%. In addition, we encountered difficulties in effectively detecting
certain features, such as motion artefacts and moderate contrast.

A way to improve our previous QC framework would be to manually annotate more
images, but this is very time consuming. An alternative consists in using simulated data
coupled with a transfer learning strategy. By intentionally introducing synthetic artefacts
into MR images, we have the opportunity to build a dataset as large as necessary with
reliable quantitative ground truths that could be used for pre-training purposes. Numerous
efforts have been made in the synthesis of motion (Mohebbian et al., 2021; Pawar et al., 2022;
Shaw et al., 2021; Loizillon et al., 2023; Sagawa et al., 2022) and noise (Aja-Ferndndez and
Vegas-Sanchez-Ferrero, 2016; Collins et al., 1998) artefacts, while the literature on contrast
generation is relatively limited and mainly used for data augmentation purposes (Chlap
et al., 2021; Pérez-Garcia et al., 2021).

In this paper, we propose a novel transfer learning framework for the automatic quality
control of 3D gradient echo T1w brain MRIs within a CDW based on artefact simulation.
To achieve this, we corrupted images from research-oriented datasets by making the contrast
poorer, adding noise and introducing motion artefacts. This process allows us to pre-train
three artefact-specific models capable of detecting these different types of artefacts. We
then generalised our models to 3D gradient echo T1w clinical routine MRIs using transfer
learning, relying on the manual annotation of 3660 images. Finally, the overall image quality
is determined based on the outcomes of the three models, each tailored to detect a specific
type of artefact.

Related works on motion artefact detection was accepted for publication in the pro-
ceedings of the SPIE Medical Imaging 2023 conference (Loizillon et al., 2023) and at Me-
dIA Loizillon et al. (2024). The main contribution of this paper is the extension of the
transfer learning approach, initially restricted to the detection of motion artefacts, to other
types of artefacts (poor contrast and noise). This allows rating the overall image quality.
Additionally, we investigated the use of reliable metrics to quantify the different artefacts
and validated our approach on two different tasks: the detection of poor quality and moder-
ate quality images. Finally, we carried out a comparative analysis of two approaches: direct
and indirect classification of overall image quality.

2. Materials

We used two different types of dataset: a research-oriented dataset and a clinical routine
dataset. Initially, we worked with three publicly accessible research datasets to pre-train
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CNNs using images corrupted with synthetic artefacts. Subsequently, we leveraged clinical
routine images from the AP-HP CDW for the purposes of transfer learning and validation.

2.1 Research-oriented dataset

We utilised the ADNI, MSSEG and MNI BITE databases, together denoted as our research-
oriented dataset, for synthesising artefacts and pre-training our models. We emphasised the
presence of contrast-enhanced T1w MRIs, as the CDW includes images obtained both with
and without contrast agent.

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) is a multi-site study of el-
derly individuals with normal cognition, mild cognitive impairment, or Alzheimer’s dis-
ease (Petersen et al., 2010). In the ADNI-1 phase, more than 5000 T1w MRI scans were
obtained using 1.5 T machines provided by various manufacturers, including GE, Siemens,
and Philips. Out of the available scans, we selected the 1143 MRIs from 70 subjects that
successfully cleared both levels of quality control ensuring compliance with protocol param-
eters and series-specific quality criteria, and that exhibited no motion artefacts based on
the IPMOTION score.

The MSSEG MICCALI challenge, designed to achieve the segmentation of multiple scle-
rosis lesions, encompasses a dataset of 53 adult patients spanning across four distinct sites,
as detailed in (Commowick et al., 2018). Four MRI scanners were employed for data acqui-
sition: GE Discovery 3T, Philips Ingenia 3T, Siemens Aera 1.5T, and Siemens Verio 3T.
Each scan within this challenge includes four distinct MRI sequences: 3D FLAIR, 3D T1lw,
3D contrast-enhanced T1w, and 2D T2w. In the context of our research, our focus centred
exclusively on the utilisation of all the 53 3D contrast-enhanced T1w images.

The Montreal Neurological Institute’s Brain Images of Tumors (MNI BITE) database
provides pre- and post-operative MR, and ultrasound images obtained from patients diag-
nosed with brain tumours, as outlined in (Mercier et al., 2012). This collection encompasses
13 adult patients who were diagnosed with gliomas. These patients underwent both pre-
and post-operative contrast-enhanced T1w MRI scans using the 1.5 T GE Signa EXCITE
scanner. The two contrast-enhanced T1w imaging sessions (pre- and post-operative) were
used for our study, resulting in 26 MRIs.

The demographic characteristics of these three databases are summarised in Table 1.

Table 1: Distribution of the sex and age over the research (ADNI, MSSEG and MNI BITE)
and the clinical (AP-HP) datasets used in our study.

Database  N° subjects N° images Age [range] Sex (%F)
ADNI 70 1143 74.31 £+ 7.11 [55, 90] 41.43
MSSEG 53 53 45.42 £ 10.27 [24, 66]  71.70

MNI BITE 13 26 52.00 £ 17.70 [31,76] 35.71
AP-HP 3346 4045 5515 + 7.89 [18,95]  55.39
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2.2 Clinical dataset

The routine clinical data come from an extensive CDW containing all the 3D T1w brain
MRIs of adult patients scanned in various hospitals in the Greater Paris region associated
with AP-HP. Given the large consortium of hospitals within the AP-HP (39 institutions)
and the significant volume of images acquired on a daily basis, this CDW is a reliable and
representative compilation of 3D T1w brain MRIs.

We used the same dataset as in our previous study, which was a random selection of
5500 images representing 4177 patients (Bottani et al., 2022). These images were acquired
using different scanner models from different manufacturers, including Siemens Healthineers
(n = 3752, including 13 different scanner models), GE Healthcare (n = 1710, including
12 different scanner models), Philips (n = 33, including 3 different scanner models), and
Toshiba (n = 5, including 2 different scanner models), as described in detail in (Bottani
et al., 2022). All our 3D T1w MR images are based on gradient echo with inversion recovery,
which corresponds to the Siemens MPRAGE, GE BRAVO and Philips TFE sequences. For
simplicity, in the following we refer to the 3D T1w MR images based on gradient echo with
inversion recovery as ‘3D T1w MRIs’.

Manual annotations were previously performed by two raters regarding the quality of the
5500 T1w MRIs. Specifically, the contrast, noise and motion characteristics of the images
were assessed using a three-level scale (Figure 1). The weighted Cohen’s kappa between the
two manual annotators for each of these artefacts is reported in the Appendix (Table A1).
Based on the grades attributed to these three characteristics, quality tiers were defined as
follows: tier 1 stands for good quality MRI (grade of 0 for the three characteristics); tier 2 for
medium quality (one characteristic with a grade of 1 and none with 2); tier 3 for bad quality
(one characteristic with a grade of 2). The rules used to define the tiers are summarised in
Table 2. A total of 1455 images were categorised as “straight reject” because they were not
true 3D T1w MRIs, mainly because they were truncated or segmented images, and were
therefore excluded from this study. As a result, we obtained a dataset comprising 4045
images from 3346 patients. The demographic characteristics are shown in Table 1. From
these MRIs, we randomly selected 385 images to build our independent test set, which is
the same used in (Bottani et al., 2022). Notably, this test set had the same tier distribution
as the images within the training and validation set.

Table 2: Rules used to define the quality control tiers.

Tier ‘ Rule

Tier 1 (good quality) Grade 0 for motion, contrast and noise artefacts

Tier 2 (medium quality) | At least one type of artefact with grade 1; none with grade 2

Tier 3 (bad quality) At least one type of artefact with grade 2

3. Methods

In this paper, we have developed a new transfer learning approach to automate quality
control in the CDW. Our proposed method is divided into three main steps. First, we pre-
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Figure 1: Examples of manually labelled T1w MRIs of the CDW. For each type of artefact,
we display an example of an image corrupted by a moderate and a severe artefact.

MODERATE ARTEFACT SEVERE ARTEFACT

POOR
MOTION CONTRAST

NOISE

train three CNNs using images from the research-oriented dataset corrupted with synthetic
artefacts to detect specific artefacts (motion, noise and poor contrast). Then, our three
models are generalised to ‘real’ artefacts on routine clinical 3D gradient echo T1w MRIs from
the CDW, thanks to a transfer learning technique. Finally, we aggregate the results of these
three fine-tuned models (noise, motion and contrast detection) to predict the overall image
quality tier. The overall approach is shown in Figure 2. We call this approach “indirect
quality tier classification” (the tiers are not directly determined by a CNN but inferred from
the results of three CNNs that each detect a specific type of artefact). This approach was
compared to the “direct quality tier classification”, where the tiers are determined directly
by a single CNN. In this case, the pre-training is performed using intentionally corrupted
images with different types of artefacts. Each image is assigned a quality tier according
to the severity of the generated synthetic artefacts. Figure Al illustrates the two distinct
approaches.

3.1 Artefact generation

The three types of artefact studied were simulated using the TorchlO library and its
RandomMotion, RandomGamma and RandomNoise functions (Pérez-Garcia et al., 2021).

MOTION GENERATION

We used the TorchlO function RandomMotion to simulate synthetic motion in Tlw MR
images from the research-oriented dataset (ADNI, MSSEG and MNI BITE) that already
proved successful in our previous studies (Loizillon et al., 2023, 2024). This function im-
plements the simple image-based approach described in (Shaw et al., 2018), which assumes
that the subject takes Nt distinct positions during the acquisition. Head motion is ap-
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Figure 2: General workflow of the proposed transfer learning framework. First, artefact-
free research MRIs are corrupted with synthetic artefacts (motion, noise and poor contrast).
These images are used to pre-train artefact-specific CNNs (motion, noise and poor contrast).
Models are then fine-tuned on routine clinical data relying on the manual annotation of these
artefacts for 3660 MRIs. The overall quality tiers are then determined using the outputs of
the artefact-specific models.

7\‘_‘__,2‘@___! 1. Artefact Simulation * 2. Training on research MRIs

Artefact-free Dataset Synthetic Artefacts Artefact-Specific Detection Model

amad®
@("\
B

proximated as a rigid body motion that comprises six degrees of freedom, three for the
translation and three for the rotation (Duffy et al., 2018). By playing with the rotation
and translation ranges, we were able to simulate different motion artefact severity degrees
(Figure 3).

Figure 3: Simulated motion artefacts applied to an MRI of the ADNI dataset. From left to
right: original MRI, rotation and translation of 2° and 2 mm, rotation and translation of
4° and 4 mm, rotation and translation of 6° and 6 mm, rotation and translation of 8 and
8 mm

NOISE GENERATION

To mimic the presence of noise that can degrade 3D T1lw MRIs, we artificially added
synthetic noise to artefact-free images from our research-oriented dataset. The noise in an
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MRI typically follows a Rican distribution. For the sake of simplification, we adopt the
common practice of considering the noise in the image domain as a Gaussian process with
zero mean, no spatial Gaussian correlation, and equal variance in the real and imaginary
parts (Aja-Ferndndez and Vegas-Sanchez-Ferrero, 2016). To simulate Gaussian noise in
MRIs, we employed the TorchlO function RandomNoise. Figure 4 presents different severity
degrees of simulated noise obtained by varying the standard deviation o of the Gaussian
distribution from which the noise is sampled.

Figure 4: TorchlO RandomNoise function applied to an MRI of the ADNI dataset. From
left to right: original MRI, 0=5, 0=10, =15, 0=20 and 0=25

CONTRAST GENERATION

In T1lw MRI, the quality of the contrast is judged by the ability to distinguish between
white matter and grey matter. Using TorchlO’s RandomGamma function, we apply a non-
linear gamma correction to simulate poor contrast in good quality MRIs. For an artefact-
free MR image denoted as I, we generate poor contrast via the parameter 5 of the gamma
correction function to obtain our new synthetically corrupted MRI denoted as I.(3) = I 1/ef
In Figure 5, various levels of simulated poor contrast are illustrated, achieved by adjusting
the S parameter within the RandomGamma function.

Figure 5: TorchlO RandomGamma function applied to an MRI of the ADNI dataset. From
left to right: original MRI, 5=-0.1, =-0.4, 5=-0.6, =-0.8

3.2 Artefact quantification

Before pre-training the artefact-specific models, we ensured that realistic motion, noise and
poor contrast artefacts were simulated in the three research databases: ANDI, MSSEG and
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MNTI BITE. We used clinical routine images to determine appropriate parameter values for
simulating various types of artefacts in the research-oriented dataset, aiming to replicate
the moderate and severe artefact levels observed in the CDW. Initially, we quantified the
severity of artefacts present in images of the CDW for both moderate and severe cases.
Subsequently, we identified the relevant parameters to simulate moderate and severe arte-
facts in the research dataset, ensuring they corresponded to those observed in the clinical
routine dataset.

To quantify the contrast of a given MRI, I, where Iy and Igy are the mean intensities
of respectively white and grey matter voxels, we defined the normalised difference of white
and grey matter brain tissue (ND-WGM) as follows:

ND-WGM = 'I"VM_IGM‘ . (1)

Iwwm + Iam

We perform the segmentation of the grey and white matter tissues thanks to the FSL tools
BET and FAST (Jenkinson et al., 2012) to compute the ND-WGM for a randomly selected
set of 50 routine clinical T1w MRIs for each level of contrast severity (cont_0, cont_-1 and
cont_2). This selection of 150 MRIs accurately reflects the diversity of contrast severity
levels within our clinical dataset. We ensure that the segmentation performed by FAST was
correct by manually inspecting them to exclude images with segmentation errors.

The quantification of realistic noise in T1w MRIs relies on the signal to noise ratio
(SNR). We denote I as the T1w MRI and defined Iwy as the mean intensity of white
matter voxels of I and oar as the standard deviation of the air in I. The SNR is computed
as

SNR — WM (2)
OAIR
We evaluate the SNR for 50 manually annotated MRIs from the CDW per noise severity
(except for score 2, for which we have only 16 MRIs) that were randomly chosen and which
reflect the wide spectrum of noise severity present in this dataset. Similar to contrast
quantification, we rely on BET and FAST to obtain the segmentation masks, which have been
manually inspected to reject segmentation errors, allowing us to calculate the SNR.

The evaluation of these two metrics on the routine clinical data allows us to determine
the appropriate o and 8 parameters of the RandomNoise and RandomGamma functions for the
simulation of moderate and severe artefacts on the research data to pre-train our models.
For noise simulation, we explored various standard deviation (o) ranges to find optimal
parameters for corrupting MRIs with moderate and severe noise: o = {[0, 10J; [5, 15]; [10,
20]; [15, 25]; [20, 30]; [25, 35]}. For the simulation of poor contrast, we investigated the
following 8 parameter ranges: 8 = {[-0.2, -0.05]; [-0.25, -0.15]; [-0.30, -0.15]; ]-0.35, -0.20];
[-0.40, -0.25]; [-0.45, -0.03]; [-0.50, -0.35]}. We retained the two ranges of o and 3 leading to
the mean value of SNR and ND-WGM closest to those obtained on clinical routine images
for moderate and severe artefacts.

Regarding motion artefacts, there is still no robust metric in the literature to quantify
the motion present in MRIs. Recently, Eichhorn et al. (2022) have shown that SSIM and
PSNR were the metrics that correlate best with radiological assessment. What’s more, they
relied on the evaluation of pixel-by-pixel differences between images and were therefore very
sensitive to misregistration between the original image and the corrupted image (Reguig
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et al., 2022). These metrics also have the disadvantage of requiring a reference image,
making it impossible to quantify motion artefacts within our manually annotated clinical
routine images. Eichhorn et al. (2022) also propose two different reference-free metrics
for motion quantification (average edge strength and Tenengrad measure). However, due
to their sensitivity to many cofactors such as contrast, neither of these metrics showed
a significant correlation with our manual annotations (Figures A2, A3 and A4). Thus,
the parameters found in our previous study were re-used to generate different levels of
motion (Loizillon et al., 2023, 2024).

3.3 Network pre-training on research data

We aimed to first detect specific artefacts (motion, noise and poor contrast) in the research-
oriented dataset thanks to three independent networks trained with simulated artefacts. For
each type of artefact, we have two tasks: the detection of moderate and severe artefacts.
Thus, six different models were trained in total as we trained our two tasks on three different
types of artefact (motion, noise and poor contrast).

We defined an independent test set by randomly selecting 61 artefact-free images over the
research-oriented dataset and corrupting them with moderate to severe noise, motion and
poor contrast artefacts. The remaining 1161 good quality images were also corrupted with
synthetic artefacts and were split into training and validation using a 5-fold cross validation
(CV). More details about the train/validation/test splits for the different experiments are
given in the Supplementary Materials (Table A2 and A3). To achieve robustness in artefact
detection, our models were trained to handle cases where the label 0 for a specific artefact
(e.g., “Mov0”) includes MRIs that are corrupted with other types of artefacts (e.g., poor
contrast or noise). For instance, in Table A2, the 2859 training images labelled with “Mov0”
consist of 953 artefact-free MRIs, 953 images corrupted with moderate contrast and 953
images with moderate noise.

For each experiment, among the five CV models, the one with the lowest loss on the
validation set was saved as the final pre-trained model.

3.4 Network fine-tuning on routine clinical data

To generalise our artefact-specific networks to clinical routine data, we fine-tuned the six
pre-trained models on the 3660 manually labelled MRIs from the AP-HP CDW on six
specific target tasks: detecting severe artefacts (ContrastO1vs2, NoiseOvs12, Motion01vs2)
and moderate ones (ContrastOvsl, NoiseOvsl, MotionOvsl). Models were evaluated on an
independent test set of 385 routine clinical MRIs. Note that for noise, we perform the
task NoiseOvsl2 due to the limited images labelled with severe noise (noise2: 16 MRIs).
This modification allows us to effectively leverage the images available and create a more
balanced dataset. The detailed distribution of the training, validation and test sets for our
fine-tuned models can be found in the Supplementary Materials (Table A4 and Table A5).

The inference step is divided into two steps: (1) the evaluation of the performance on
each artefact-specific network; (2) the re-combination of the overall quality tier based on
the three grades corresponding to the score for motion, noise and contrast.

In each experiment, the final model was selected from the five CV models based on the
lowest loss over the validation set.
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3.5 Implementation details

The architecture of the CNNs we used corresponds to that of the 3D ConvbFC3 net-
work which had proven its effectiveness in our previous study (Bottani et al., 2022). The
ConvbFC3 is composed of five convolutional blocks — comprising a convolutional layer, a
batch normalisation layer, a ReLLU activation function and a maximum pooling layer — and
three fully connected layers. For the hyperparameters, the Adam optimiser was chosen,
setting the learning rate to le-4 and the batch size to 6. The weighted binary cross entropy
was employed as the loss function. Final models were chosen as being the ones with the
lowest loss over the validation set. Fine-tuning on the clinical routine data was then applied
by retraining only the last three fully connected layers in order to generalise our pre-trained
models to ‘real’ artefacts from routine clinical data. Thus, we were able to reduce the
gap between research data with synthetic artefacts and clinical data with real artefacts.
The ConvbFC3 architecture, along with the fine-tuning process and artefact simulation,
has been fully implemented and is accessible within the ClinicaDL software repository on
GitHub (https://github.com/aramis-lab/clinicaDL) (Thibeau-Sutre et al., 2022).

4. Results

4.1 Artefact simulation

Through various tests of the o and § values to generate noise artefacts and different contrast
levels, we were able to identify the most relevant parameters in terms of ND-WGM and
SNR that were consistent with those obtained in the CDW. Parameters used for generating
moderate and severe artefacts in the research-oriented dataset using the RandomMotion;
RandomNoise and RandomGamma are summarised in Table 3.

Table 3: TorchlO parameters for the artefact simulation of moderate and severe noise,
motion and poor contrast

Random Random Random
Motion Gamma Noise
R=[2°, 4°]; B B
Moderate T— [2 mm, 4 mm)] 8 =1[-0.2,-0.05] | o =[5, 15]
R: [5°, 8°; _ _
Severe T: [5 mm, 8 mm| B = [-0.45, -0.3] | o =[15, 25]

Figure 6 illustrates the distribution of the SNR and ND-WGM through a violin plot,
depicting a subset of the clinical routine dataset and of the ADNI dataset with synthetic
artefacts.

For contrast quantification, we present the distribution of 48 cont_0, 48 cont_1 and
38 cont_2 routine clinical MRIs of the CDW. Indeed, our manual inspection of the FAST
results showed that the segmentation failed on 2, 2 and 12 images with scores of 0, 1 and 2
respectively. The ND-WGM results present different means depending on the contrast levels
manually assigned to the MR images. For T1lw MRIs with a score of 0, indicating good
contrast, the average ND-WGM was 0.16. For those with a score of 1, indicating moderately
poor contrast, the average was 0.13. Finally, MRIs with a poor contrast score of 2 have
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Figure 6: Violin plot of the distribution of normalised difference of white and grey matter
(ND-WGM) and signal to noise ratio (SNR) for the real images from the CDW (blue) and
the images with synthetic artefacts from the ADNI research dataset (orange). The median
is represented by a dotted line, while the interquartile ranges are indicated by narrower
dotted lines.
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an average ND-WGM of 0.10. These results show consistency: the lower the contrast score
assigned by the manual annotators, the lower the ND-WGM, highlighting the direct impact
of contrast quality on ND-WGM. We synthesised two levels of contrast, where 8 values
were selected to ensure that the ND-WGM measures of corrupted MRIs closely matched
the one of cont_1 and cont_2. To simulate moderate contrast, corresponding to cont_1, we
used a range of 8 values from -0.2 to -0.05. For obtaining poor contrast, to mimic cont_2
images, we used [ in the range [-0.45,-0.3]. A convincing distribution alignment regarding
the ND-WGM was obtained between the research-oriented dataset with synthetic artefacts
and the CDW dataset. For ADNI MRIs corrupted by moderate contrast, we measured a
mean ND-WGM of 0.124, compared with 0.131 in routine clinical data. Very poor contrast
added into ADNI MRIs showed a mean of 0.097, against 0.101 in clinical data.

For noise quantification, we plot the distribution for 45 noise_0 labelled MRIs, 48 noise_1
MRIs and only 9 MRIs with the noise_2 label, as our examination of the FAST results revealed
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that segmentation failures occurred in 5, 2 and 7 images with a noise score of 0, 1 and 2.
On average, MRIs labelled as noise-free (score 0) had a SNR of 74, while those labelled
as moderately noisy (score 1) had a SNR of 44. Finally, MRIs presenting severe noise
(score of 2) had an average SNR of only 25. Similar to the results obtained for contrast
with ND-WGM, these results consistently show that the worse the score assigned by the
human annotators, the lower the SNR of the MRI. To align the SNR distribution of the
ADNI dataset with the routine clinical MRIs labelled with noise_1 and noise_2, we generate
moderate noise using a standard deviation range of o € [5, 15] and severe noise was added
using a range of o € [15,25]. By simulating noise in artefact-free research images, we
harmonised the SNR distribution with that of routine clinical data. In particular, our noise
simulation yielded an average SNR value of 27 for severe noise, a value that matches the
one of noise_2 MRIs of the CDW (SNR=27). Similarly, when we simulated moderate noise
within the ADNI research dataset, we achieved an average SNR of 38, which aligns the 44
SNR obtained from the clinical routine data labelled with noise_1.

These distribution alignments for both noise and contrast metrics highlight our ability
to replicate the artefact characteristics of clinical data within research datasets. For the
motion simulation, due to the lack of reliable metrics to quantify motion artefacts in MRI,
we used the same parameters that proved successful in our previous studies (Loizillon et al.,
2023, 2024). Thus, we assumed that the subject takes Nt = 4 distinct positions during the
acquisition and moderate and severe motion were generated using the following parameters:
rotation [2°, 4°], translation [2 mm, 4 mm] and rotation [5°, 8°], translation: [5 mm, 8 mm],
respectively.

4.2 Pre-training performance on research dataset

The ability of deep learning models to detect each type of artefacts (motion, noise and
poor contrast) was first assessed using images from the research-oriented dataset corrupted
with synthetic artefacts. We evaluated the performance of our Conv5FC3 model trained
on synthetic artefacts when applied to our synthetic independent test set corrupted with
different artefact severity degrees. The balanced accuracy on our independent test set
is excellent for severe artefact detection (motion: 100 %, noise: 97.78 %, poor contrast:
97.57 %) and very good to excellent for moderate artefacts detection (motion: 99.54 %,
noise: 87.35 %, poor contrast: 90.17 %).

We also assessed the performance of our model directly trained for the tier classification
using synthetic tiers on research dataset. On our independent synthetic test set, we obtained
a balanced accuracy of 92.04 % for the Tier 1-2 vs. Tier 3 task and 91.00 % for the Tier 1
vs. Tier 2 task.

4.3 Automatic tier classification on routine clinical data

Results obtained for our two classification tasks, the detection of bad quality MRIs (Tier
1-2 vs. Tier 3) and moderate quality MRIs (Tier 1 vs. Tier 2) with our proposed transfer
learning technique are presented in Table 4. We report the comparison of our proposed
approach with the direct tier classification, where we directly pre-trained a single model
using intentionally corrupted images with different types of artefacts, which are labelled
with a quality tier according to the severity of the generated synthetic artefacts (Figure A1l).
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For both approaches, namely the indirect and direct tier classification, we explore the
performance of models trained from scratch or fine-tuned on the CDW. We also report the
balanced accuracy of the manual annotators, which is defined as the average of the balanced
accuracy between each rater and the consensus label.

For the detection of bad quality images (Tier 1-2 vs. Tier 3), the training/validation
set includes 3660 images; and for the detection of moderate quality images (Tier 1 vs. Tier
2), the training/validation set includes 2182 images.

Our proposed indirect tier classification achieved a good balanced accuracy of 87.05%
for the Tier 1-2 vs. Tier 3 task, which is 3.48 percent points higher than our previous
SOTA approach based on the direct tier classification trained from scratch (Bottani et al.
(2022): 83.57%), but lower than that of the manual annotators (91.56%). Same trends
were observed for the most difficult task (Tier 1 vs. Tier 2), the classifier is good (79%)
and outperforms the classifier trained from scratch using direct tier classification by 4.95
percent points, but its performance is lower than that of the manual annotators (88.27%).
Some failure cases are shown in the Appendix (Figure A5).

The transfer learning approach, utilising synthetic artefacts on research datasets, out-
performed the training from scratch for both direct and indirect techniques and regardless
of task (Tier 1 vs. Tier 2 and Tier 1-2 vs. Tier 3). Compared to the direct tier classifica-
tion results presented in our previous study (Bottani et al., 2022), the indirect approaches
yielded better performance both when training from scratch and when fine-tuning the mod-
els on the CDW. We gain more than 3.5 percent points on the Tier 1 vs. Tier 2 task and
more than 2 percent points on the Tier 1-2 vs. Tier 3 task over the fine-tuning approach
using direct tier classification.

Table 4: Balanced accuracy (b. acc.) of the indirect and direct classification approaches
for the two tasks: Tier 1 vs. Tier 2 and Tier 1-2 vs. Tier 3. For both approaches and
both tasks, we report the performance obtained from scratch (training from scratch on
the CDW) and by fine-tuning on the clinical routine data (fine-tuning on the CDW). We
also report the agreement between human raters and the consensus (b. acc. annotators).
Results with ** indicate a statistically significant difference (corrected p<0.05, Wilcoxon
signed rank test) with respect to the proposed approach (indirect tier classification using
fine tuning on the CDW).

Tier 1 vs Tier 2 Tier 1-2 vs Tier 3

B. acc. annotators 88.27 91.56
Training from scratch

Y. L L
Fine-tuning on the CDW 79.00 87 05
(proposed)
Training from scratch
Direct Tier on the CDW 74.05** 83.57
Classification (Bottani et al., 2022)
Fine-tuning on the CDW 75.41** 84.91
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As the indirect tier classification is based on the recombination of the output of three
artefact-specific models, we analyse in more detail the performance of each of these models.
Table 5 summarises the balanced accuracy obtained by the three artefact-specific models for
both the detection of moderate and severe artefacts. Fine-tuning improved the performance
of all six models, bringing them closer to the balanced accuracy of manual annotators. For
the severe artefact detection tasks, the models fine-tuned on routine clinical data outper-
formed the ones trained from scratch by more than 1, 5 and 8 percent points for noise,
contrast and motion detection, respectively. The same trend was observed for the moderate
detection task, where fine-tuning resulted in a gain of 6 percent points for both motion
artefact and poor contrast detection.

Table 5: Detection of motion, noise and poor contrast artefacts on the CDW. For both the
detection of severe and moderate artefacts, we report: the agreement between human raters
and the consensus (b. acc. annotators), results of the proposed fine-tuning approach (fine-
tuning on CDW) and results when training from scratch on CDW (training from scratch on
CDW). Severe: severe artefact detection; Moderate: moderate artefact detection; b. acc.:
balanced accuracy.

Motion Noise Contrast

% B. acc. annotators 73.21  87.22 84.87
%’ Training from scratch on CDW  58.31 84.65 67.86
EO Fine-tuning on CDW 64.35  88.39 74.06
® B. acc. annotators 86.24  91.03 87.92
% Training from scratch on CDW  73.75  85.97 84.93
@ Fine-tuning on CDW 82.47  87.44 90.58

5. Discussion

In this study, we implemented a transfer learning framework that bridges the gap between
research and clinical MRIs for automating the quality control of 3D T1w brain MRIs in a
CDW. To achieve this, we pre-trained artefact-specific CNNs on research data corrupted by
realistic synthetic artefacts to detect images affected by poor contrast, motion and noise.
We then used a transfer learning technique to adapt our pre-trained models to clinical data.
Finally, the overall image quality is inferred from the results of CNNs, each designed to
detect a specific type of artefact. The effectiveness of our approach was validated on an
independent dataset of 385 manually annotated routine clinical MRI scans from 39 different
hospitals affiliated to the AP-HP, all gathered in a CDW. We achieved excellent results in
detecting poor quality MRIs with a balanced accuracy over 87% and a satisfactory balanced
accuracy of over 79% in detecting moderate quality MRIs.

For the detection of severe artefacts, our three fine-tuned models achieved excellent
results with a balanced accuracy over 82 %, 87 % and 90 % for the motion, noise and
poor contrast artefacts, respectively. It is worth noting that the use of our transfer learning
approach utilising synthetic artefacts on research datasets significantly improved our results,
by up to 9 percent points compared to training the model from scratch using clinical data.
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This translates to an improvement from 73.75% to 82.47% for motion detection, from 85.97%
to 87.44% for noise detection, and from 84.93% to 90.58% for poor contrast detection. For
the most difficult task of detecting moderate artefacts, the fine-tuning strategy enables
improving each artefact detection from 3.5 to 6 percent points compared to models trained
from scratch on the CDW.

The artefact-specific networks enable us to determine the quality tier of a given image.
By doing so, we achieved a satisfying balanced accuracy of respectively 79.00 % and 87.05 %
for the detection of moderate quality MRIs (Tier 1 vs. Tier 2) and the detection of bad
quality MRIs (Tier 1-2 vs. Tier 3) tasks. Our proposed indirect tier classification approach
surpasses the performance of our previous SOTA method Bottani et al. (2022), which relied
on direct tier classification with training from scratch. There was a notable improvement of
4.95 and 3.48 percentage points for Tier 1 vs. Tier 2 and Tier 1-2 vs. Tier 3, respectively.
Furthermore, indirect tier classification has added an important layer of information for
understanding why an image is rejected. This approach enriches our model, not only by
improving its predictions for both tasks, but also by providing important information about
the underlying reasons for rejection. In the scope of our work, we also compared our transfer
learning approach with training on the clinical routine data from scratch. The transfer
learning strategy relying on the synthesis of artefacts on research data has proven beneficial
in our experiments, whether for direct or indirect tier classification, improving the balanced
accuracy up to 3.5 percent points.

In our study, we put particular effort into generating realistic artefacts to corrupt the
research datasets. We quantified the level of noise and contrast within the CDW MRIs
thanks to the two following metrics: the signal to noise ratio and the normalised difference
between grey and white matter. This allowed us to effectively choose the parameters 5 and
~ of the TorchlO function RandomNoise and RandomGamma to corrupt research data and align
the distribution of SNR and ND-WGM with the one of routine clinical data. One of the
limitations of our work in aligning real artefacts from routine clinical images with simulated
ones in images from research datasets is that it could only be performed on the ADNI
dataset. This is due to the need for tissue segmentation using FAST to compute ND-WGM
and SNR, which is not possible on injected MR images. Consequently, our good results for
the alignment of real and synthetic artefacts must be tempered because their generalisation
to injected images could not be verified on the MSSEG and MNI BITE datasets. What’s
more, when it came to motion, we had to rely on previously used parameters (Loizillon
et al., 2023, 2024) since we could not find a reliable metric that did not require a reference
image to quantify the amount of motion in a given MRI. Despite the recent efforts led by
Eichhorn et al. (2022) to find metrics that best correlate with radiological assessment, such
as the average edge strength and Tenengrad measure, so far none of them have proven their
robustness to other types of artefacts and in particular different types of contrast severity,
leaving motion quantification as an open question.

The evaluation of SNR and ND-WGM confirmed the crucial need for an automated QC
tool within the CDW. While most good quality, non-injected images (tierl) were correctly
segmented by FAST, the success of segmentation decreased as image quality deteriorated
(24% of failures on MRIs with severe contrast and 44% on MRIs affected by severe noise).
This is highlighting the impossible use of tools such as MRIQC (Esteban et al., 2017), which
relies mainly on the calculation of metrics extracted from segmentation maps, in a clinical
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routine context. It is also important to acknowledge that our modelling of the different
artefacts is simplified. We represent head motion as a rigid body motion added in the image
domain which is randomly sampled from probability density functions, rather than in the
k-space domain. Similarly, noise is modelled in a simplified manner as a Gaussian process
with equal variance in both the real and imaginary domains. We use a non-linear gamma
correction function to create different levels of bad contrast, but other approaches such as
smoothing the images would also have been a way of synthetically corrupting the contrast
of the image. It is worth noting, however, that these simplified models effectively serve our
specific use case, which is model pre-training. Furthermore, in a previous study (Loizillon
et al., 2024), we demonstrated that the use of more complex motion artefact modelling
approaches, such as k-space based methods, did not lead to significant improvements in
motion artefact detection.

Finally, our proposed method is currently only able to transfer the knowledge of the pre-
trained models learned on gradient echo research MRIs with synthetic artefacts to routine
clinical gradient echo MRIs with real artefacts. The generalisation of our models to other
new types of sequences that are starting to become common in clinical routine, such as 3D
spin echo or 3D FLAIR MRI, is of great interest. This is left for future work.

6. Conclusion

In this study, we introduced an innovative transfer learning framework that uses realistic
artefact simulation to facilitate automatic quality control of 3D gradient echo T1w brain
MRIs within a large clinical data warehouse. Our approach involved the generation of poor
contrast, motion and noise artefacts on research datasets, mimicking what is observed in
the CDW. Based on these simulations, we pre-trained three artefact-specific CNNs, subse-
quently generalising them to clinical routine images through transfer learning, leveraging
the labelling of a large dataset of 3660 MRIs. Finally, the quality tiers were inferred from
the results of the three CNNs that each detect a specific type of artefact. Our deep learning
classifiers showed a good ability to identify medium and poor quality images. This research
highlights the importance of synthetic artefact generation and transfer learning for improv-
ing automated MRI quality assessment in routine clinical data. Our results contribute to
the advancement of quality control procedures in routine clinical MRI by improving the
reliability and efficiency of image quality sorting, which is essential in clinical data ware-
houses.
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All the experiments performed in this study were done using the ClinicaDL software
(Thibeau-Sutre et al., 2022). The repository is accessible on GitHub: https://github.
com/aramis-lab/clinicaDL.
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Appendix A. Supplementary figures and tables

Manual annotation

Table Al: Weighted Cohen’s kappa between the two manual annotators for the three types
of artefacts (motion, poor contrast, noise). More in (Bottani et al., 2022).

Motion (0 vs 1 vs 2) Noise (0 vs 1 vs 2) Contrast (0 vs 1 vs 2)
Kappa Score 0.68 0.70 0.79

Direct and indirect tier classification

Figure Al: Comparison of the two workflows of the transfer learning framework. In the
direct tier classification, corrupted research MRIs with synthetic artefacts (motion, noise
and poor contrast) are used to pre-train two CNNs to directly detect the tier of the images
(moderate quality MRIs detection and bad quality MRIs detection). Models are then fine-
tuned on routine clinical data relying on the manual annotation of these artefacts for 5000
MRIs. In the indirect tier classification, three models are pre-trained for each type of
artefacts. Then the three models are fine-tuning on clinical data with real artefacts. Finally,
the quality tiers are then determined using the outputs of the artefact-specific models.
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Motion quantification

In their paper Eichhorn et al. (2022) show that SSIM and PSNR are the metrics that cor-
relate the best with radiological assessment. To compute these metrics, we need a reference
MRI, which is not the case in our clinical dataset. Their work suggests that the average
edge strength and the Tenengrad measure are reference-free metrics the most strongly cor-
related with motion. Therefore, we computed these metrics on our routine clinical dataset
for which we had manual annotations (c.f. Figure A2).

Figure A2: Boxplot of the average edge strength (AES) and Tenengrad measure for the
clinical routine dataset ordered by motion severity.
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Neither the AES nor the Tenengrad measure showed a significant correlation with the
manual annotations. Motion quantification is a complex problem, mainly due to its sensi-
tivity to many cofactors such as contrast. Each of these metrics is sensitive to the quality
of the image contrast as underlined in Figures A3 and A4. A robust quantification of the
motion is therefore still an open problem.
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Figure A3: Boxplot of the average edge strength (AES) ordered by motion and by contrast
diagnosis.
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Figure A4: Boxplot of Tenengrad ordered by motion and by contrast diagnosis.
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Data splits

Table A2: Distribution of the training, validation and test sets separately for the moder-
ate artefact detection task using the research dataset comprising images from the ADNI,
MSSEG and MNI BITE databases.

Task Motion detection | Contrast detection | Noise detection
Label Mov0 Movl Cont0 Contl Noise0 Noisel
o | ADNI 2859 953 2859 953 2859 953
;:@ MSSEG 117 39 117 39 117 39
MNI 114 38 114 38 114 38
_ | ADNI 294 98 294 98 294 98
Z | MSSEG || 30 10 30 10 30 10
MNI 15 5 15 5 15 5
. | ADNI 162 54 162 54 162 54
< | MSSEG || 15 5 15 5 15 5
MNI 6 2 6 2 6 2

Table A3: Distribution of the training, validation and test sets separately for the severe arte-
fact detection task using the research dataset comprising images from the ADNI, MSSEG
and MNI BITE databases.

Task Motion detection | Contrast detection Noise detection
Label Mov0/1  Mov2 | Cont0/1  Cont2 | NoiseO/1 Noise2
o« | ADNI 2859/953 953 | 2859/953 953 2859/953 953
g MSSEG 117/39 39 117/39 39 117/39 39
MNI 114/38 38 114/38 38 114/38 38
_ | ADNI 294/98 98 294/98 98 294/98 98
< | MSSEG 30/10 10 30/10 10 30/10 10
MNI 15/5 5 15/5 5 15/5 5
. | ADNI 162/ 54 54 162/54 54 162 /54 54
S| MSSEG | 15/5 5 15/ 5 5 15/5 5
MNI 6/ 2 2 6/2 2 6/2 2
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Table A4: Distribution of the training, validation and test sets separately for the severe
artefact detection task using the clinical dataset comprising MRIs with 'real’ artefacts.

Motion detection | Contrast detection Noise detection
Mov0/1  Mov2 | Cont0/1  Cont2 | Noise0 Noisel/2

Train 2540 379 1876 1055 1949 982
Validation 647 94 458 271 496 233
Test 328 o7 238 147 258 127

Table A5: Distribution of the training, validation and test sets separately for the moderate
artefact detection task using the clinical dataset comprising MRIs with 'real’ artefacts.

Motion detection | Contrast detection | Noise detection
Mov0 Mov1 Cont0 Contl Noise0 Noisel

Train 1681 859 1111 765 1949 865
Validation 428 219 273 185 496 232
Test 210 118 135 103 258 125

Failure cases

Figure A5: Examples of failures in the detection of noise, motion and poor contrast artefacts.
For each artefact, we display an example of a false negative and a false positive.
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