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Abstract
Medical image segmentation involves partitioning medical images into meaningful regions, with a focus on identifying
anatomical structures and lesions. It has broad applications in healthcare, and deep learning methods have enabled
significant advancements in automating this process. Recently, the introduction of the Segmentation Anything Model
(SAM), the first foundation model for segmentation task, has prompted researchers to adapt it for the medical domain
to improve performance across various tasks. However, SAM’s large model size and high GPU requirements hinder
its scalability and development in the medical domain. To address these challenges, research has increasingly focused
on lightweight adaptations of SAM to reduce its parameter count, enabling training with limited GPU resources while
maintaining competitive segmentation performance. In this work, we propose MCP-MedSAM, a powerful and lightweight
medical SAM model designed to be trainable on a single A100 GPU with 40GB of memory within one day while delivering
superior segmentation performance. Recognizing the significant internal differences between modalities and the need
for direct segmentation target information within bounding boxes, we introduce two kinds of prompts: the modality
prompt and the content prompt. After passing through the prompt encoder, their embedding representations can
further improve the segmentation performance by incorporating more relevant information without adding significant
training overhead. Additionally, we adopt an effective modality-based data sampling strategy to address data imbalance
between modalities, ensuring more balanced performance across all modalities. Our method was trained and evaluated
using a large-scale challenge dataset, compared to top-ranking methods on the challenge leaderboard, MCP-MedSAM
achieved superior performance while requiring only one day of training on a single GPU. The code is publicly available at
https://github.com/dong845/MCP-MedSAM.
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1. Introduction

As a key task in the field of medical image analysis, medical
image segmentation serves as the foundation for numerous
clinical applications, such as disease diagnosis, treatment
planning, and surgical interventions (Litjens et al., 2017).
Accurate medical image segmentation can precisely identify
anatomical structures and pathological regions, leading to
more informed medical decisions. Over the last decade, deep
learning-based segmentation models like nnU-Net (Isensee
et al., 2021) have achieved significant success in medical
image segmentation. These models are tailored to specific

imaging modalities (e.g., MRI, CT, ultrasound, as shown
in Figure 1) and particular diseases (e.g., prostate tumors,
pulmonary nodules). This specialization means that differ-
ent scenarios require different models. Additionally, their
optimization for specific datasets limits their generaliza-
tion across diverse data distributions (Ma et al., 2024a).
Therefore, the development of a universal model for med-
ical segmentation becomes increasingly promising in this
context, offering the potential to unify approaches across
various imaging modalities and clinical applications.

The introduction of the Segment Anything Model (SAM)
(Kirillov et al., 2023), the first foundation model for image
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Figure 1: Examples of various medical imaging modalities.

segmentation, marked a significant breakthrough by offering
a framework capable of generalizing across a wide variety of
natural images. SAM’s robust generalization and zero-short
capabilities have paved the way for the potential develop-
ment of general medical segmentation models, enabling
adaption across diverse medical image modalities while
achieving strong performance on each. Building on SAM’s
foundation, MedSAM (Ma et al., 2024a) was developed
using a large-scale medical dataset covering 10 different
imaging modalities and 30 types of diseases. This model
has demonstrated superior overall performance compared
to traditional, modality-specific specialist models, making
a paradigm shift in medical image segmentation. By reduc-
ing the need to develop separate models for each imaging
modality, it significantly streamlines the entire segmentation
process.

Similar to many foundational models, SAM demands
significant computational resources, including large-scale
GPU clusters and long training time. These requirements
limit the applicability and research on the SAM model,
especially for smaller research groups and academic insti-
tutions that lack enough computational resources. Many
previous studies on applying SAM to medical imaging con-
centrate on freezing the image encoder’s weights for direct
inference while adding supplementary components for adap-
tation (Gao et al., 2023; Zhang et al., 2023b), or introducing
trainable adapters into the frozen image encoder (Cheng
et al., 2023b; Wu et al., 2023). However, the simplicity of
these introduced components limits their effectiveness, mak-
ing it challenging for models to achieve optimal performance,
especially when dealing with new imaging modalities or seg-
mentation targets. Recently, some efforts have been made

by LiteMedSAM1, which distills the heavy image encoder
into a lightweight version. This significantly reduces model
parameters and curtails computational resource consump-
tion, making MedSAM become more accessible for broader
research and application. However, this efficiency comes at
the expense of segmentation accuracy. Additionally, due to
LiteMedSAM’s original training strategies, its performance
is susceptible to imbalances in imaging modalities within
the training data, further limiting its robustness across di-
verse medical imaging scenarios. Therefore, maintaining
optimal overall performance of the MedSAM with a limited
computational resource consumption still remains a critical
goal.

MedSAM’s structure consists of three key components:
an image encoder, a prompt encoder, and a mask decoder.
While most prior research has primarily focused on opti-
mizing the image encoder and mask decoder, the prompt
encoder is usually left unchanged, typically relying on widely
used prompt types such as boxes, points, and scribbles. Al-
though these prompts offer valuable spatial hints to help
the MedSAM segment targets more accurately, they still
require manual effort for annotation, adding to the labor
costs. Moreover, determining the optimal quantity and
placement of points and scribbles within the given box re-
mains challenging, impacting both model training and final
segmentation performance (Cheng et al., 2023a). Therefore,
optimizing the prompt encoder with some more effective and
stable prompts could be beneficial, as it aims to enhance
segmentation accuracy consistently without significantly
increasing computational resources and labor costs. In this
paper, we introduce MCP-MedSAM, which builds on the
LiteMedSAM architecture to reduce computational resource
costs and accelerate the training process. It incorporates
two new types of prompts, a modality prompt and a content
prompt, into the prompt encoder, generating sparse embed-
ding and dense embedding representations and integrating
them within the mask decoder to further improve segmen-
tation accuracy. For the modality prompt, it is a learnable
prompt and its embedding representation aims to take into
account the differences among various imaging modalities,
enriching the modality-specific information and helping the
model adapt to diverse input characteristics. Meanwhile,
the embedding representation of content prompt has two
types: a sparse one and a dense one, both of which aim
to leverage the direct information about the target within
the given box but from different perspectives. Additionally,
considering the strong zero-shot capability and extensive
applications of the CLIP (Radford et al., 2021) model, it is
effectively integrated into the processing networks of both
prompts to further enhance their representations. We also
investigated various data sampling strategies and identified

1. https://github.com/bowang-lab/MedSAM/tree/LiteMedSAM
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the most effective one to mitigate the negative impacts
brought by the original imbalance. This resulted in en-
hanced overall segmentation performance, more balanced
outcomes across modalities, and a faster training process.
In summary, the key contributions of this work are shown
as follows:
• Modality and Content Prompts: We introduce two

new types of prompts into the prompt encoder part
of the MedSAM framework: the modality prompt and
the content prompt. By generating effective embedding
representations and integrating them with the mask
decoder, the model’s performance across all imaging
modalities can be further enhanced without significantly
increasing computational resource costs.

• Lightweight Architecture with Efficient Data Sam-
pling Strategy: We explore multiple data sampling
strategies to identify the most efficient one, aiming to
mitigate the effects of data imbalance and further ac-
celerate the training process so that it converges within
one day.

• Efficient Medical Segmentation Model for Broad
Accessibility: After evaluation on a large and diverse
set of imaging data, our model demonstrates that it
is feasible to achieve high-quality medical image seg-
mentation without the need for extensive computational
resources and long training time. This encourages more
researchers to adopt and further explore general-purpose
medical segmentation models.

2. Related Work

2.1 Medical Image Segmentation
Medical image segmentation has seen substantial advance-
ments through the adoption of deep learning methods. The
introduction of the U-Net model by Ronneberger et al.
(2015) marks a significant milestone with its U-shaped ar-
chitecture, effectively combining convolutional layers with
symmetric contracting and expanding paths. Its widespread
success inspires a host of variants aimed at boosting perfor-
mance and tackling specific segmentation targets (Isensee
et al., 2021; Rahman et al., 2022; Cai and Wang, 2022;
Fan et al., 2024; Shu et al., 2024) by incorporating convo-
lutional layers and attention mechanisms into the model
design. Among them, nnU-Net (Isensee et al., 2021) stands
out as a representative approach, leveraging optimized pre-
processing and post-processing to achieve strong medi-
cal segmentation performance for each specific medical
task. It has been widely adopted in various competitions
and real-world applications. For instance, TotalSegmenta-
tor (Wasserthal et al., 2023; Akinci D’Antonoli et al., 2025)
offers comprehensive and practical solutions for multi-organ
segmentation tasks in CT and MRI modalities.

Moreover, transformer modules have been widely inte-
grated into U-shaped architectures for medical segmentation
tasks, as transformers excel in extracting global contextual
features via their self-attention mechanisms. Notable ex-
amples include UNETR (Hatamizadeh et al., 2022) and
SwinUNETR (Hatamizadeh et al., 2021), which incorporate
transformer modules into the encoder part of the U-Net
architecture, yielding enhanced segmentation performance.
Likewise, some works (Chen et al., 2021, 2024a; Tang et al.,
2024) integrate CNN and transformer modules to leverage
the strengths of both architectures and enhance segmenta-
tion performance. With the rise of Mamba (Gu and Dao,
2023), recent works (Ruan et al., 2024; Wang et al., 2024b;
Liao et al., 2024) have explored integrating the Mamba
module into the U-Net architecture for further improve-
ment. Despite these advancements, the aforementioned
models are generally tailored to specific segmentation tasks
and exhibit limited generalizability across various medical
imaging modalities.

2.2 SAM

SAM (Kirillov et al., 2023) is an innovative model that aims
to provide a versatile and generalizable solution for segment-
ing objects in images. There are two key concepts for the
success of the SAM model: i) introducing multiple types of
prompts, such as bounding boxes, points, and coarse masks,
which allows the model to precisely identify and segment
the target area; ii) training SAM with a huge amount of
data, which enables SAM to adapt to a wide range of seg-
mentation scenarios easily, reflecting its robust zero-shot
capability. SAM has gained significant attention, leading to
numerous recent works aimed at improving its performance
and efficiency. HQ-SAM (Ke et al., 2024) adopts a minimal
adaptation approach by introducing a High-Quality output
token and fusing global and local features from the image
encoder to obtain high-quality features. In this way, HQ-
SAM performs better on fine-grained segmentation tasks.
SEEM (Zou et al., 2024) introduces more kinds of prompts,
including points, boxes, masks, scribbles and text prompts,
and learns to deal with them by combining visual and text
information in a joint visual-semantic space. This approach
enhances segmentation performance and enables zero-shot
adaptation to unseen user prompts. Then SAM2 (Ravi
et al., 2024) extends the original SAM by enabling both
image and video segmentation. By incorporating a mem-
ory mechanism, SAM2 can effectively process video data,
leading to improved segmentation performance and broader
applications. Although SAM models can achieve impres-
sive segmentation performance, it is challenging to train
without sufficient computational resources. SAM uses ViT-
H (Dosovitskiy et al., 2020) as the image encoder and
unifies the input image size to 1024 × 1024, both of which
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contribute to substantial GPU memory usage and make
training become time-consuming. Therefore, there are also
some works focusing on enhancing SAM’s efficiency to
make it more suitable for widespread real-world use. Mo-
bileSAM (Zhang et al., 2023a) distills the image encoder
from ViT-H to a tiny ViT model, significantly reducing the
parameter count. Furthermore, EfficientViT-SAM (Zhang
et al., 2024) and RepViT-SAM (Wang et al., 2023) replace
ViT-H with some lightweight ViT variants, achieving better
overall performance with significantly fewer parameters.

2.3 Prior Knowledge in Medical Image Analysis

For a model designed to handle multiple tasks, incorporating
prior knowledge, such as features of anatomical structures
or modality-specific characteristics, can enhance learning
by helping the model recognize internal differences between
tasks. DoDNet (Zhang et al., 2021) employs one-hot em-
beddings to represent different organs, combining these
embeddings with image features. This integrated represen-
tation is then fed into the output head, enabling DoDNet
to segment tumors across various organs. Uniseg (Ye et al.,
2023) develops a learnable universal prompt that combines
with sample-specific features to create prompts for multiple
tasks. Task-specific prompts are then selected based on the
task ID, allowing Uniseg to perform segmentation across
multiple organs and modalities. Then MedPrompt (Chen
et al., 2024b) introduces a self-adaptive prompt block de-
signed to learn and incorporate cross-modal information,
enhancing the model’s ability to translate effectively across
different modalities. Hermes model (Gao, 2024) introduces
two kinds of learnable prompts, task-specific and modality-
specific, which interact with the model in the bottleneck part
to guide the model, enhancing segmentation performance
across multiple organs and modalities. Prior knowledge has
been effectively used in many models for multi-task process-
ing but remains unexplored in the MedSAM framework for
enhancing segmentation across various tasks.

2.4 SAM for Medical Segmentation

Inspired by the success of SAM, some works have begun
exploring the utilization of SAM for medical segmenta-
tion tasks. MedSAM (Ma et al., 2024a) is proposed to
adapt SAM for medical segmentation tasks by training it
with a large dataset of medical images. Likewise, SAM-
Med2D (Cheng et al., 2023b) fine-tunes the SAM model
using a large-scale medical dataset and incorporates a vari-
ety of comprehensive prompts, including bounding boxes,
points, and masks, rather than relying on just one type
of prompt. Med-SA (Wu et al., 2023) extend the SAM
structure by introducing adaptors that highly enhance the
capabilities for medical applications, enabling it to work
with both 2D and 3D medical data. Furthermore, beyond

the traditional prompts introduced by SAM, the Scrib-
blePrompt (Wong et al., 2023) model explores the uti-
lization of scribble prompts, resulting in improved overall
performance. Similarly, SAT (Zhao et al., 2023) incorpo-
rates text prompts into the SAM model, offering contextual
medical knowledge about modalities, anatomies, and body
regions. With the release of SAM2, researchers have begun
exploring its potential in medical segmentation, particularly
its application for 3D medical segmentation. MedSAM-
2 (Zhu et al., 2024) extends SAM2 for 2D and 3D medical
segmentation by training on a large-scale medical dataset
and incorporating a self-sorting memory bank to efficiently
select informative embeddings, enhancing overall perfor-
mance.

Furthermore, lightweight MedSAM models can be ob-
tained by applying the techniques from lightweight SAM
models and training them on medical data. MedficientSAM
(Le et al., 2024) distills the knowledge into an EfficientViT
(Cai et al., 2023) image encoder and fine-tunes it with a
large-scale medical dataset, while Rep-MedSAM (Wei et al.,
2024) chooses to distill knowledge into a RepViT (Wang
et al., 2024a) image encoder. DAFT (Pfefferle et al., 2024)
also adopts the EfficientViT-SAM structure and introduces
a data-aware fine-tuning policy inspired by the mixture
of experts (MoE) (Miller and Uyar, 1996) concept to fur-
ther improve the performance of each modality. Swin-
LiteMedSAM (Gao et al., 2024) introduces a tiny Swin
Transformer (Liu et al., 2021) as the image encoder and
builds skip connections between the image encoder and
mask decoder. Furthermore, instead of solely using box
prompt, box-based points and scribble prompts are auto-
matically generated based on the provided bounding box.
Then, LiteMedSAM-Rep (Yang et al., 2024) uses tiny Swin
Transformer as the image encoder and trains the whole
model from scratch, subsequently distilling the image en-
coder into a more lightweight RepViT while keeping the
prompt encoder and mask decoder fixed. Although the
above methods have made some progress in lightweighting
the MedSAM, striking an optimal balance between training
efficiency and performance remains a challenge.

3. Materials and Methods

3.1 Datasets

For this study, we used the dataset (Ma et al., 2024b)
from the CVPR 2024 competition titled “SEGMENT ANY-
THING IN MEDICAL IMAGES ON LAPTOP”2 to train and
test the model. The training dataset comprises over one
million paired 2D images and their corresponding segmenta-
tion masks across 11 distinct imaging modalities, including
Computed Tomography (CT), Magnetic Resonance Imag-

2. https://www.codabench.org/competitions/1847
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Figure 2: Data distribution across imaging modalities in
the training set, with the y-axis displayed on a logarithmic
scale for enhanced visualization.

ing (MRI), Positron Emission Tomography (PET), X-ray,
Ultrasound, Mammography, Optical Coherence Tomogra-
phy (OCT), Endoscopy, Fundus imaging, Dermoscopy, and
Microscopy. The distribution of the training dataset across
these modalities is illustrated in Figure 2. As the testing set
was not released after the challenge, we used the competi-
tion’s validation set as our testing set. Then this testing
set comprises 3,278 samples from 9 imaging modalities,
excluding Mammography and OCT.

3.2 MCP-MedSAM

Overall, MCP-MedSAM follows the original design of SAM
framework, which is composed of three parts: image en-
coder, prompt encoder and mask decoder, as shown in
Figure 3. We introduce two additional prompts into the
prompt encoder and design a corresponding network to
generate effective representations, enriching the output of
prompt encoder. Additionally, the mask decoder is modified
to better align with the representations of these prompts.
Notably, similar to MedSAM, MCP-MedSAM is designed
for 2D medical data and processes 3D medical data slice-
by-slice.

While MedSAM-2 delivers strong segmentation perfor-
mance, its training dataset is limited in both volume and
modality diversity. MCP-MedSAM, in contrast, aims for
faster convergence and broader modality support, requiring
a robust pre-trained image encoder. To achieve this, we
build on the lite version of MedSAM, which is trained on a
larger, more diverse dataset spanning multiple modalities.
A pre-trained tiny ViT1 image encoder from LiteMedSAM
is used to accelerate convergence by providing some prior
information. In addition to the traditional box prompt, we
incorporate modality and content prompts into the prompt
encoder to enhance relevance and robustness. The modal-

ity prompt consists of a modality text and an index for
extracting the corresponding modality embedding, while
the content prompt takes a cropped, resized image from
the specified bounding box as input. Furthermore, the
embedding representations of these two prompts are inte-
grated into the mask decoder to better fuse modality and
content information, resulting in improved segmentation
performance. The mask decoder produces three outputs:
the target mask, a predicted IoU score, and an additional
prediction for the modality class.

3.2.1 Modality Prompt

Considering the unique characteristics of each modality, in-
tegrating modality information into LiteMedSAM is advan-
tageous. Consequently, we introduce the modality prompt
to enrich the sparse representation output by the prompt
encoder. The modality prompt consists of two components:
a modality text for generating a text embedding and a
modality index i for retrieving a modality-specific learnable
embedding from the embedding pool P ∈ RN×F . Here,
N is the number of modalities, F denotes the embedding
length, and modality index i ∈ {1, . . . , N} corresponds to a
specific modality. In this context, we design each learnable
embedding to encapsulate modality-specific information af-
ter training, while the text embedding provides a feature
representation of the modality from a unique perspective.
Given prior information of the modality class, we gener-
ate the corresponding text input, {Modality} Image, and
pass it through the frozen CLIP text encoder to get text
embedding. Although the CLIP model incorporates some
medical-related prior information through its pre-trained
weights, the training set contains a broader range of modali-
ties and includes many unseen segmentation targets, adding
complexity to the task. To address this, an MLP is added
after the text encoder to tune and to adjust the channel
dimensions simultaneously. On the other hand, a corre-
sponding learnable modality-specific embedding is selected
from the modality embedding pool based on the modality
index. Then using an MLP to combine these two embed-
dings allows them to complement each other, creating a
more complete and comprehensive modality representation
that delivers modality-specific information effectively. The
final modality embedding is appended to the sparse embed-
ding. Notably, both MLPs in the modality prompt share
the same structure, consisting of two linear layers with a
GELU activation function. The input channel size is 512,
while the output channel size is 256.

3.2.2 Content Prompt

The prompt encoder typically takes two types of input
prompts: a sparse prompt and a dense prompt. The dense
prompt serves as an initial coarse mask of the target, gener-
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Figure 3: The top section provides an overview of MCP-MedSAM, highlighting our newly introduced content prompt and
modality prompt in comparison to the SAM framework. Notably, dotted lines indicate the flow of all sparse embedding
representations, while dashed ones represent the direction of dense representation. The detailed architectures of the
CNN Image Encoder and the modified Mask Decoder are illustrated in the bottom section.

ating a dense embedding representation through a series of
convolutional layers. When the dense prompt is unavailable,
the dense embedding representation is instead modeled as
a learnable matrix with weights initialized from a uniform
distribution. However, the learnable matrix is challenging
to train effectively and lacks initial information about the
target, while the coarse mask requires significant labor.
Therefore, we introduce a content prompt to effectively
capture target information within the specified box and gen-
erate a dense representation enriched with target features.
Additionally, alongside the dense representation, we also
extract a sparse embedding containing content information,
aiming to enable more direct interaction with other sparse
embeddings. Consequently, the final embedding representa-
tion of the content prompt has two components: a sparse
one and a dense one, each capturing content information
from different perspectives. By leveraging both components,
the model can achieve a more comprehensive understand-
ing of the content within the specified box, improving its
ability to segment the target with greater accuracy. Given
a bounding box, the content within the box is cropped and
resized into a new shape first. The sparse content represen-
tation is derived by processing the reshaped input through
a frozen CLIP image encoder, followed by an MLP with

the same structure as the MLPs in the modality prompt
part (two linear layers with GELU activation function, input
channel size is 512 and output channel size is 256). This
approach ensures that the sparse content embedding cap-
tures the comprehensive content information. For the dense
content representation, the image is processed through a
CNN image encoder based on the ResNet architecture (He
et al., 2016), consisting of multiple convolutional layers
with skip connections. With an input channel size of 3,
all subsequent convolutional layers maintain a consistent
output channel size of 256. Given the small input size,
this streamlined CNN network can efficiently extract local
detailed features and preserve critical content information
about the target. Since both the sparse and dense content
embedding representations are generated from the same
content, they should exhibit strong similarity. To achieve
this, the dense content representation is passed through
a global average pooling (GAP) layer to produce a sparse
embedding. A contrastive loss is then applied between this
sparse representation and the corresponding sparse content
embedding to align their learning.
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3.2.3 Mask Decoder

In the mask decoder, specific operations are employed
to better fuse information from representations of both
prompts, enhancing the final performance. After passing
the sparse prompts and image embedding through the two-
way transformer block, the updated modality embedding
is extracted from its corresponding position of the sparse
embeddings. In this context, two-way transformer block
is a key component of the original SAM (Kirillov et al.,
2023) mask decoder. It employs self-attention on tokens
and bidirectional cross-attention between tokens and im-
age embeddings, facilitating effective information exchange
between image embeddings and tokens, which serve as
sparse embeddings. These attention mechanisms also en-
sure the extracted modality embedding integrates both
modality-specific and visual information. Then inspired
by the thought of FiLM (Perez et al., 2018), we make
the extracted modality embedding pass through two sepa-
rate linear layers to produce weight and bias embeddings.
These embeddings are subsequently combined with the
dense matrix output from the two-way transformer through
multiplication and addition operations, effectively incorpo-
rating modality-specific information. The combined matrix
is further processed through two convolutional layers with
a skip connection to join in the mask generation process.
Furthermore, to better guide the network’s learning of the
modality prompt within the prompt encoder, we integrate
a classification head into the mask decoder, following the
same MLP structure as in the prompt encoder but with
different input and output channels (two linear layers with
GELU activation function, the input channel size is 256 and
output channel size is the number of modalities, which is
11 in our experiments). This classification head takes the
combination of the extracted embedding along with the
corresponding weight and bias embeddings as input and
predicts the corresponding modality class.

For the dense content representation, inspired by the
global-local feature fusion in HQ-SAM (Ke et al., 2024), we
combine it with the dense matrix output from the two-way
transformer, which carries global visual information. Fur-
thermore, the sparse content embedding is extracted from
the sparse embedding output of the two-way transformer
and integrated into this combination as a bias, further
enriching the overall information. Finally, similar to the
processing of modality information, the resulting matrix is
processed through two convolutional layers with a skip con-
nection to refine the features. We concatenate the outputs
from both prompt sides and further process them through
additional two convolutional layers with a skip connection
to fuse the information. The resulting output is then up-
sampled twice to increase its size and is used to generate
the target mask. Notably, the MLPs used for predicting

IoU scores and generating segmentation masks all share
the same structure, consisting of three linear layers with
ReLU activation functions. Both have an input channel
size of 256, but their output channel sizes differ: the IoU
prediction MLP outputs a single value, while the MLP for
mask generation has an output channel size of 32 to align
with the feature map.

3.2.4 Loss Function

In this work, except the traditional mask prediction loss
Lmask and IoU (Intersection over Union) score prediction
loss Liou, we also introduce another two loss components:
Lmcls for the modality classification task and Lcontrastive
for approaching the similarity between two kinds of con-
tent prompts. Therefore, the overall loss function can be
represented as follows:

L = λ1Lmask + λ2Liou + λ3Lmcls + λ4Lcontrastive. (1)

Here, all the λ values are hyperparameters used to tune the
importance of each loss component. We set λ1 = λ2 = 1
and λ3 = λ4 = 0.01, emphasizing the primary focus on seg-
mentation while reflecting the auxiliary role of the classifica-
tion and contrastive tasks in supporting overall performance.

Mask Prediction Loss Lmask is the sum of Binary Cross-
Entropy (BCE) loss and Dice loss. Given the predicted
mask M̂ and ground truth mask M , BCE loss evaluates the
pixel-wise difference, while Dice loss quantifies the overlap
between the two masks. Then their working principles can
be shown as follows:

LBCE = −
N∑
i

(
Mi log(M̂i) + (1−Mi) log(1− M̂i)

)
,

(2)

LDice = 1− 2
∑N

i MiM̂i∑N
i M2

i +
∑N

i M̂2
i

, (3)

where N is the total number of pixels and i is the pixel
index. Then M̂i and Mi represent the i-th pixel values of
the predicted mask and the ground truth mask, respectively.

IoU Loss Liou measures the difference between the pre-
dicted IoU score from the model and the ground truth IoU
score computed from the overlap between the predicted
mask and the ground truth mask, aiming to further improve
the accuracy of predicted segmentation mask. We employ
a mean squared error (MSE) loss to capture this difference,
encouraging precise IoU predictions:

Liou = 1
N ′

N ′∑
i=1

(
si

iou − ŝi
iou

)2
, (4)

where N ′ is the total number of masks, si
iou is the ground

truth IoU score for the i-th mask, while ŝi
iou indicates the
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corresponding predicted IoU score.

Modality Classification Loss To ensure that modality
prompt effectively represents modality-specific information,
we introduce an auxiliary modality classification task by
employing cross entropy loss function, which is defined as
follows:

Lmcls = −
C∑

i=1
yi log(ŷi), (5)

where C denotes the total number of modalities, yi is the
label for each modality class i and ŷi is the predicted prob-
ability for each modality class i.

Contrastive Loss To ensure that pairs of sparse and dense
content prompts exhibit the highest similarity, we introduce
an auxiliary task that utilizes the contrastive loss from the
CLIP (Radford et al., 2021) method. The overall process
can be represented as follows:

sim1 = Fdc · F T
sc, (6)

sim2 = Fsc · F T
dc, (7)

Lcontrastive = (Lce(sim1, y) + Lce(sim2, y)) /2. (8)
Here, Fdc and Fsc are the normalized embeddings of the
dense and sparse content prompts, respectively, both having
the shape RB×C , where B is batch size and C denotes
the embedding length. sim1 and sim2 are two similarity
matrices for these two embeddings, each with a shape of
RB×B, where sim2 is the transpose of sim1. Lce denotes
the cross entropy loss function and y are the collection of
labels.

3.3 Training Strategy
In this section, we detail two core components of our training
strategy: use of pre-trained models and data sampling
strategy. Both are important for accelerating the model’s
convergence and obtaining a superior overall performance.

3.3.1 Use of pre-trained models

As previously mentioned, many methods freeze pre-trained
weights from SAM’s image encoder, fine-tuning newly in-
troduced learnable components to improve adaptability of
new tasks. Using these pre-trained weights ensures a strong
baseline ability for the model. However, instead of following
this approach, we opt for a lightweight image encoder, tiny
ViT, and use pre-trained weights specifically tailored for the
medical image. This allows the image encoder of MCP-
MedSAM to fully participate in the training process without
being frozen, achieving stronger performance. Addition-
ally, we utilize the pre-trained PubMedCLIP3 (Eslami et al.,

3. https://huggingface.co/kaushalya/medclip

2021) as the frozen CLIP component of MCP-MedSAM,
aiming to leverage its strong zero-shot capability and make
it provide some medical domain related prior information
as well. This variant of CLIP is fine-tuned for the medical
domain using the Radiology Objects in Context (ROCO)
dataset (Pelka et al., 2018), including multiple modalities
from various human regions.

3.3.2 Data sampling strategy

As shown in Figure 2, the distribution of different image
modalities in our training dataset is highly imbalanced,
primarily due to two factors.

The first factor is varying sizes of public datasets: some
modalities, such as CT, MR, and X-ray, have much more
publicly available data for AI tasks, resulting in a signif-
icantly larger number of training samples. The second
factor relates to data dimension. Modalities like CT and
MR are in 3D format, enabling the extraction of significantly
more slices compared to 2D modalities such as Dermoscopy,
Fundus, and Microscopy.

In SAM (Kirillov et al., 2023) and MedSAM (Ma et al.,
2024a), data sampling involves iterating over all image slices.
In our training set, this approach leads to a significant
imbalance: CT slices account for approximately 76% of
the dataset, MR slices nearly 13%, while Microscopy slices
represent less than 0.1%, making it the least represented
modality. Such severe imbalance would negatively impact
the model’s performance, while training on a large number
of slices also results in extended training time.

To address the limitations of existing data sampling
methods, we implement a modality-based data sampling
strategy, a variant of stratified sampling. This approach
prioritizes achieving balance across all modalities, as deter-
mined through comparisons with other commonly used data
sampling strategies. The details of this strategy are outlined
in Algorithm 1. The key point of this approach is randomly
selecting a slice from each data case and ensuring that all
modalities are evenly sampled within each training batch.
This method alleviates the negative impacts of severe data
imbalance, allowing all modalities to be trained with an
approximately equal number of slices.

4. Experiments and Results

4.1 Experimental Setup

All experiments were performed using Python 3.10 and
PyTorch 2.0 on a single NVIDIA A100 GPU with 40GB
of memory. The AdamW optimizer was employed with
an initial learning rate of 2× 10−4 and a weight decay of
1× 10−3. A ReduceLROnPlateau scheduler was utilized to
decrease the learning rate by a factor of 0.9 every 5 epochs.
The batch size was set to 16, and training was conducted
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Algorithm 1 Modality-based Data Sampling Strategy
1: Input: Total number of modalities N , number of cases

in each modality {Cj}Nj=1, batch size B
2: Initialize batch B = ∅
3: for each epoch do
4: for each batch of size B do
5: for each sample in the batch do
6: Select modality m ∼ U{0, N − 1}
7: Select case from the chosen modality: c ∼
U{0, Cm − 1}

8: if the selected case is 3D then
9: Let the shape of the 3D case be

[Z, H, W ]
10: Choose slice index z ∼ U{0, Z − 1}
11: Extract the slice S = Dm,c[z, :, :] ∈

RH×W

12: else
13: Extract the 2D case S = Dm,c ∈ RH×W

14: end if
15: Select mask k ∼ U{0, K − 1}, where K is

the number of masks in S
16: B ← B ∪ {(S, k)}
17: end for
18: end for
19: end for
20: Output: Batch B

for a total of 25 epochs. In the final epoch, we set a small
learning rate to 5×10−5 for an additional fine-tuning of the
model. Data augmentation included vertical and horizontal
flips, each applied with a 50% probability. Additionally, the
Wilcoxon signed-rank test is used to assess the statistical
significance of the proposed method in the experiments.

4.2 Evaluation Metrics

Accuracy Metrics Following (Ma et al., 2024a), we adopted
the Dice Similarity Coefficient (DSC) and Normalized Sur-
face Dice (NSD) as evaluation metrics. DSC measures
the overlap between two sets, quantifying the similarity
between the predicted segmentation and the ground truth.
In contrast, NSD evaluates how closely the surfaces of
the predicted segmentation align with the ground truth,
focusing on surface accuracy. Higher DSC and NSD val-
ues correspond to greater segmentation accuracy. To note,
DSC and NSD are first averaged within each modality, and
then these modality-wise means are averaged to obtain the
overall value. Consequently, the standard deviation is also
calculated at the modality level.

Efficiency Metrics In order to evaluate the computational
efficiency of the model, we established two metrics: GPU

training time and CPU inference time. GPU training time is
primarily used to assess GPU resource consumption, while
CPU inference time focuses on evaluating model perfor-
mance on edge devices without GPU support, such as
laptops or standard CPU workstations. CPU inference time
is also part of the competition evaluation criteria2 for the
testing set. The CPU inference time was measured on our
local platform with an Intel Xeon(R) W3-2435 @ 3.1 GHz
processor and 8GB of memory, where the average time per
case was tested in a Docker environment provided by the
authors.

4.3 Results

4.3.1 Comparison with Benchmark Models

First, we used the lightweight MedSAM model released by
the organizers of the ”SEGMENT ANYTHING IN MEDI-
CAL IMAGES ON LAPTOP” competition at CVPR 2024
as our baseline. This model was developed by distilling
the image encoder of MedSAM (Ma et al., 2024a) and
fine-tuning both the encoder and decoder together using
the challenge dataset. Then we compared our model with
the top-ranking models from the competition leaderboard:
(1) MedificientSAM (Le et al., 2024): MedificientSAM uti-
lizes EfficientViT as its image encoder and increases the
input size from 256 × 256 to 512 × 512; (2) DAFT (Ke
et al., 2024): DAFT also employs EfficientViT, fine-tuning
it on different data subsets based on modality to generate
multiple modality-specific models; (3) Rep-MedSAM (Wei
et al., 2024): Rep-MedSAM employs RepViT as its image
encoder and, after distillation, trains the entire model us-
ing the dataset; (4) Swin-LiteMedSAM (Gao et al., 2024):
Swin-LiteMedSAM utilizes the tiny Swin Transformer as its
image encoder and introduces point and scribble prompts,
which are automatically generated based on bounding boxes.
(5) LiteMedSAM-Rep: LiteMedSAM-Rep’s prompt encoder
and mask decoder are initially trained from scratch along-
side a tiny Swin Transformer as the image encoder. Then
they distill the knowledge from the tiny Swin Transformer
to RepViT. Overall, these models mainly focus on mod-
ifying the image encoder by distilling knowledge from a
large ViT into a lightweight transformer encoder. Table 1
summarizes the segmentation performance of all models, re-
ported in terms of DSC (%) and NSD (%). MCP-MedSAM
achieved the best DSC and NSD performance compared to
other benchmark models on the testing set. Notably, the
segmentation predictions of these benchmark models were
reproduced using Docker images provided by the authors,
available on Docker Hub4. Then Figure 4 presents visu-
alizations of the models’ predictions, providing additional
details. Overall, our proposed MCP-MedSAM produced seg-

4. https://hub.docker.com/
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mentation masks that closely resembled the ground truth,
whereas some other models exhibited either a higher degree
of over-segmentation or of under-segmentation.

Table 2 demonstrates GPU training time (in hours) and
CPU inference time (in seconds) across different methods.
MCP-MedSAM achieved the shortest GPU training time
(23.8 hours), significantly outperforming all other models.
GPU training times were sourced from the respective papers,
while the baseline model’s training and inference times were
not disclosed by the challenge organizers. To note, DAFT
has three training stages, but it does not specify the time
required for its third stage. Therefore, we estimated the
total training time to exceed the combined duration of
the first two stages. Additionally, LiteMedSAM-Rep and
Rep-MedSAM utilized different types of GPUs (NVIDIA
RTX 4090 and NVDIA V100). However, based on Lambda
GPU benchmark analysis5, we find that the A100 40GB
is slightly faster than the RTX 4090 (by approximately
1.2×) and significantly faster than the V100 (by about
3.6×). Hence, we estimate that the equivalent training
time on an A100 would be approximately 1333 hours for
LiteMedSAM-Rep and 52 hours for Rep-MedSAM. As MCP-
MedSAM requires only one day (23.8 hours) for training,
and LiteMedSAM-Rep and Rep-MedSAM would take an
estimated 56 and 2.2 days respectively on an A100, we
can still conclude that MCP-MedSAM requires the least
training time. For CPU inference time, most methods
achieved approximately 1 second. MCP-MedSAM was the
slowest among the compared methods, whereas DAFT was
the fastest.

4.3.2 Ablation study

In this section, we present a comprehensive ablation study of
the key modules in our approach. It is mainly composed of
four parts: prompt encoder components of MCP-MedSAM,
pre-trained components of MCP-MedSAM, data sampling
strategy and training GPU type.

Prompt Encoder Components of MCP-MedSAM Within
the prompt encoder, both the modality and content prompt
processing networks are composed of two key components.
To assess the impact of each, we trained the model under
the modality sampling strategy, omitting each component
separately. Additionally, we evaluated the model using only
one type of introduced prompt, as well as without any intro-
duced prompts, to provide a comprehensive view. To note,
when the CNN image encoder branch was excluded, we
used a learnable matrix with randomly drawn weights from
a uniform distribution as the outputting dense embedding
presentation. The detailed results are shown in Table 3.
Removing a component from either introduced prompt pro-

5. https://lambda.ai/gpu-benchmarks

cessing network resulted in a decline in overall performance
and might be even worse than removing the entire prompt
processing network. Then using only the complete modality
or content prompt processing network achieved comparable
performance, both of which outperformed the absence of
both prompts. Figure 5 further represents the performance
of each introduced prompt with some visualizations. Each
prompt produced different segmentation results based on its
unique perspective, with varying types of errors. Giving both
prompts resulted in the best segmentation performance.

Pre-trained Components of MCP-MedSAM As pre-
viously mentioned, we incorporated pre-trained weights into
the image encoder and CLIP of MCP-MedSAM to improve
performance. To support our approach and gain deeper
insights into their effects, we conducted several related ab-
lation studies. For the tiny ViT, we tested three scenarios:
without pretraining, with pre-trained weights from natural
images, and with pre-trained weights from medical images.
The CLIP was tested with two options: with pre-trained
weights from natural domain, and with pre-trained weights
from medical domain. As shown in Table 4, both CLIP
and tiny ViT had a better overall performance when us-
ing medical domain pre-trained weights compared to those
initialized with natural domain pre-trained weights. Further-
more, when Tiny ViT was trained from scratch without any
pre-initialized weights, it exhibited the lowest performance
among all the options.

Data Sampling Strategy We analyzed three different
data sampling strategies: (1) Slice Sampling, used in Ma
et al. (2024a), randomly selecting a slice from the whole
training dataset; (2) Case Sampling, randomly selecting a
slice from each training case; (3) Modality Sampling (see
algorithm 1), introducing control over modality balance in
each training batch, building on the case sampling approach.
The detailed results are shown in Table 5. Among them,
slice sampling achieved the highest scores for CT and MR
but lagged behind the other two strategies on other modal-
ities. While case sampling and modality sampling showed
stronger performance on specific modalities, modality sam-
pling delivered the best overall results with more balanced
performance across all modalities.

Training GPU Type To further evaluate the applica-
bility of MCP-MedSAM on smaller GPUs, we conducted
an experiment on a mid-range GPU (NVIDIA RTX 6000,
24GB) by reducing the batch size from 16 to 8. The final
results achieved a DSC of 86.87 ± 7.53 and an NSD of
88.34 ± 12.07, with a total training time of 54.6 hours.
Overall, compared to training on an A100 GPU, segmen-
tation performance decreased and training time increased
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Table 1: Accuracy comparison with state-of-the-art methods on the challenge leaderboard, with the best result for each
metric highlighted in bold. The † after each metric value indicates a significant difference (p < .05) compared to the
proposed method.

Models DSC (%) NSD (%)
Baseline 83.81± 15.31† 83.26± 22.67†

LiteMedSAM-Rep (Yang et al., 2024) 84.51± 10.11† 85.03± 17.13†

Rep-MedSAM (Wei et al., 2024) 86.19± 7.67† 87.97± 11.85†

Swin-LiteMedSAM (Gao et al., 2024) 86.78± 8.63† 88.44± 12.79†

MedficientSAM (Le et al., 2024) 86.20± 8.00† 87.65± 11.61†

DAFT (Ke et al., 2024) 87.18± 8.29† 88.32± 13.41†

MCP-MedSAM (proposed) 87.50± 6.91 89.40± 10.37

Table 2: Efficiency comparison with state-of-the-art methods on the challenge leaderboard, with the best result for
each metric highlighted in bold. Notably, LiteMedSAM-Rep is trained on an NVIDIA RTX 4090, Rep-MedSAM on an
NVIDIA V100, and the other models on an NVIDIA A100.

Models GPU Training
Time (hours)

CPU Inference
Time (seconds)

Baseline - -
LiteMedSAM-Rep (Yang et al., 2024) 1600.0 0.9
Rep-MedSAM (Wei et al., 2024) 188.0 1.3
Swin-LiteMedSAM (Gao et al., 2024) 106.8 2.6
MedficientSAM (Le et al., 2024) 118.5 0.7
DAFT (Ke et al., 2024) > 42.9 0.4
MCP-MedSAM (proposed) 23.8 4.6

significantly. This is mainly due to the reduced batch size
and lower GPU performance. A smaller batch size leads
to more iterations per epoch, resulting in longer training
time. More importantly, it can also negatively affect model
performance by introducing higher variance in gradient es-
timation, which makes training less stable and can hinder
convergence.

5. Discussion and Conclusion

In accuracy comparisons with the benchmark models (Ta-
ble 1), MCP-MedSAM achieved the best results and showed
a significant statistical difference compared to the other
methods. In general, it can be attributed to several key
factors: 1) the introduction of two types of prompts offers
some valuable cues for target segmentation by integrating
information from different perspectives. As shown in Ta-
ble 3, using either prompt improved overall segmentation
accuracy: the modality prompt processing network captures
inter-modality differences and unique target characteristics,
while the content prompt processing network focuses on
features within the bounding box to directly extract infor-
mation about the segmentation target. The comparable
performance achieved with either prompt also indicates the
similar importance of modality information and content
information contained in the bounding box. Moreover, the

components within each prompt processing network com-
plement each other, enriching the overall representation.
In contrast, relying on a single network component alone
may interfere with the processing of the other prompt, ulti-
mately reducing overall performance; 2) the incorporation
of pre-trained components supplies the model with prior
knowledge, enhancing its final performance. In Table 4,
it is obvious that medical-related initial weights lead to
optimal results by incorporating valuable prior information;
3) the modality-based data sampling strategy mitigates
the negative effects of data imbalance, leading to a more
balanced overall performance compared to the two other
strategies. While this slightly lowers the performance of
common modalities like CT and MRI, it significantly im-
proves the performance of underrepresented modalities with
much fewer training samples, such as PET, as shown in
Table 5. Additionally, our proposed method has the lowest
standard deviation values, also highlighting the effectiveness
of the modality-based data sampling strategy in balancing
the performance of multiple modalities.

The visualizations also offered valuable insights for as-
sessing the performance of MCP-MedSAM. In Figure 4, the
CT and X-ray samples show multiple overlapping segmen-
tation targets and some of them are small in size, both
of which increase segmentation difficulty. In contrast, the
other displayed modalities have fewer and larger targets,
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Figure 4: Visualization of multiple modalities yielded by our proposed method and the other benchmark models. The
DSC value of each sample is displayed in the upper left corner.

Figure 5: Visualization of multiple imaging modalities generated giving modality prompts alone, content prompts alone,
and combined approach.

resulting in lower overall segmentation difficulty. However,
noticeable over-segmentation occurred in Endoscopy for
many benchmark models, likely due to background features

resembling those of the target. Overall, the visualization re-
sults align with the quantitative findings in Table 1, and they
indicate that small target sizes and complex backgrounds
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Table 3: Ablation study of the component of each prompt processing network in the prompt encoder part of MCP-
MedSAM model. The checkmark means including the component in the model. And the best result for each evaluation
metrics is shown in bold. The † after each metric value indicates a significant difference (p < .05) compared to the
proposed method.

Modality Prompt Content Prompt DSC (%) NSD (%)Text CLIP Modality Embedding Image CLIP CNN Encoder
86.36± 8.39† 87.64± 13.23†

✓ ✓ ✓ 86.82± 7.97† 88.35± 12.72†

✓ ✓ ✓ 86.57± 7.21† 88.39± 10.91†

✓ ✓ 87.07± 7.19† 88.78± 11.07†

✓ ✓ ✓ 86.92± 7.83† 88.47± 12.31†

✓ ✓ ✓ 86.92± 7.59† 88.55± 12.02†

✓ ✓ 87.13± 6.89† 88.76± 11.12†

✓ ✓ ✓ ✓ 87.50± 6.91 89.40± 10.37

Table 4: Ablation study of pre-trained components with different weights (natural and medical images) on the MCP-
MedSAM model, with the best result for each evaluation metrics highlighted in bold. The † after each metric value
indicates a significant difference (p < .05) compared to the proposed method.

Method DSC (%) NSD (%)
Tiny ViT (No pre-training) 85.53± 8.67† 87.11± 13.35†

Tiny ViT (Pre-trained on Natural Images) 86.95± 8.03† 88.61± 12.36†

Tiny ViT (Pre-trained on Medical Images, proposed) 87.50± 6.91 89.40± 10.37
CLIP (Pre-trained on Natural Domain) 86.99± 7.53† 88.44± 12.20†

CLIP (Pre-trained on Medical Domain, proposed) 87.50± 6.91 89.40± 10.37

could negatively impact segmentation performance, while
the proposed MCP-MedSAM represents the best ability to
mitigate these effects, demonstrating its robustness and
confirming the usefulness of the previously mentioned key
factors. Likewise, Figure 5 more clearly demonstrates the
benefits of incorporating both introduced prompts into the
prompt encoder, as their combination further enriches the
feature representation, leading to enhanced performance.

In efficiency comparisons with the benchmark models
(Table 2), MCP-MedSAM required the least training time,
while the other models took significantly longer time to fin-
ish training. For the inference time, the main goal of MCP-
MedSAM is to achieve superior segmentation performance
without requiring long training time and significant GPU
resource consumption, so improving inference speed is not
our primary focus. Furthermore, incorporating additional
components such as the CLIP component and CNN image
encoder will inevitably increase inference time. Several of
the benchmark models have adopted different strategies to
reduce inference time while maintaining performance, for ex-
ample, DAFT (Ke et al., 2024) replaced PyTorch with the
OpenVINO Runtime6. Similarly, Medficientsam (Le et al.,
2024) further optimized inference by integrating OpenVINO

6. https://docs.openvino.ai/2024/openvino-workflow/running-
inference.html

and leveraging C++ for pre-processing and post-processing
optimizations. It could be interesting to adopt such strate-
gies for MCP-MedSAM as well, which will be considered in
our future work. Nonetheless, for most clinical scenarios,
inference times in the range of seconds are very acceptable,
while they can be further reduced by running the models
on a GPU.

MCP-MedSAM features a lightweight structure com-
pared to MedSAM (Ma et al., 2024a). While a direct perfor-
mance comparison is not feasible due to differences in train-
ing and testing datasets, the reported performance metrics,
such as DSC (ranging from 0.85 to 0.90), indicate compa-
rable performance levels. This highlights MCP-MedSAM’s
ability to achieve effective medical image segmentation
despite its lightweight design. These findings underscore
the potential to deliver high-quality segmentation perfor-
mance without extensive GPU resources, encouraging the
development of lightweight and accessible models for ad-
vanced medical image analysis. However, MCP-MedSAM
adopts the overall design of MedSAM and segments 3D
data slice by slice in a 2D manner. This approach is not
only time-consuming but also negatively impacts the seg-
mentation performance of 3D samples, as it prevents the
model from learning the correlations between slices. With
the proposal of the SAM2 framework (Ravi et al., 2024),
which achieves superior performance in segmenting both
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Table 5: Performance comparison across different data sampling strategies, with the performance of each modality
detailed. And the best performance for each modality and overall performance is shown in bold. The † after each metric
value indicates a significant difference (p < .05) compared to the modality sampling strategy.

Modality Slice Sampling Case Sampling Modality Sampling
DSC (%) NSD (%) DSC (%) NSD (%) DSC (%) NSD (%)

CT 91.00± 9.69 93.85± 9.70 90.31± 8.10 93.55± 8.35 90.02± 7.98 93.43± 8.14
MR 87.69± 10.70 91.68± 12.41 85.73± 11.07 89.79± 12.06 85.53± 11.14 89.81± 12.59
PET 66.21± 11.38 49.40± 30.40 68.06± 9.36 52.05± 29.13 73.38± 7.04 61.68± 25.88
US 82.50± 10.52 87.16± 7.20 83.97± 11.63 88.71± 8.35 84.77± 9.62 89.61± 6.55
X-ray 83.44± 7.19 88.24± 7.36 86.33± 5.91 91.00± 6.36 85.83± 5.93 90.57± 6.27
Dermoscopy 93.08± 5.21 94.61± 4.36 94.58± 4.22 96.07± 3.23 94.84± 4.54 96.32± 3.56
Endoscopy 93.19± 5.12 96.08± 3.70 96.25± 4.11 98.45± 2.19 95.17± 6.67 97.66± 5.08
Fundus 94.57± 1.70 96.27± 1.52 95.61± 1.41 97.21± 1.18 95.77± 1.39 97.35± 1.21
Microscopy 76.42± 15.67 83.07± 12.80 82.53± 15.79 88.50± 12.74 82.17± 15.20 88.17± 12.28
Average 85.34± 8.83† 86.71± 13.84† 87.04± 7.97† 88.37± 12.87† 87.50± 6.91 89.40± 10.37

images and videos, integrating SAM2’s working principles
with the MCP-MedSAM structure has the potential to en-
hance segmentation performance for 3D modalities, while
also reducing overall inference time. Furthermore, although
our results clearly demonstrate quantitative improvement
in segmentation performance, important additional work is
still needed to explore how these enhancements translate
into practical clinical value. For example in radiotherapy
(RT) planning, the segmentation of targets such as tumors
is critical, as even small errors can significantly impact dose
distribution and treatment effectiveness. Therefore, DSC
improvements in tumor segmentation are clinically mean-
ingful. However, for certain organs-at-risk (OARs) that are
located far from the tumor region—such as the esophagus
in some head and neck cancer cases, Mody et al. (2024)
showed a low correlation between DSC and dose errors. In
such cases, a marginal gain in DSC may not translate into
a noticeable clinical difference. Future studies will further
investigate the real-world impacts of these segmentation
improvements across various clinical scenarios.

In this work, we proposed a lightweight medical segment
anything model called MCP-MedSAM, designed to achieve
strong overall performance without long training time and
large GPU resource consumption. By integrating pre-trained
components, the model training process is accelerated, lead-
ing to improved performance. Then the introduction of the
modality prompt and the content prompts offers valuable
diverse information, improving upon the lightweight Med-
SAM design. Furthermore, a modality-based data sampling
strategy ensures that each modality is trained equally, lead-
ing to a more balanced overall performance. In conclusion,
MCP-MedSAM achieves better overall segmentation per-
formance against top-ranking methods in the challenge2,
demonstrating its effectiveness and potential.
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