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Abstract
Artificial Intelligence (AI) models have demonstrated expert-level performance in melanoma detection, yet their clinical
adoption is hindered by performance disparities across demographic subgroups such as gender, race, and age. Previous
efforts to benchmark the performance of AI models have primarily focused on assessing model performance using
group fairness metrics that rely on the Area Under the Receiver Operating Characteristic curve (AUROC), which does
not provide insights into a model’s ability to provide accurate estimates. In line with clinical assessments, this paper
addresses this gap by incorporating calibration as a complementary benchmarking metric to AUROC-based fairness
metrics. Calibration evaluates the alignment between predicted probabilities and observed event rates, offering deeper
insights into subgroup biases. We assess the performance of the leading skin cancer detection algorithm of the ISIC
2020 Challenge on the ISIC 2020 Challenge dataset and the PROVE-AI dataset, and compare it with the second-
and third-place models, focusing on subgroups defined by sex, race (Fitzpatrick Skin Tone), and age. Our findings
reveal that while existing models enhance discriminative accuracy, they often over-diagnose risk and exhibit calibration
issues when applied to new datasets. This study underscores the necessity for comprehensive model auditing strategies
and extensive metadata collection to achieve equitable AI-driven healthcare solutions. All code is publicly available at
https://github.com/bdominique/testing_strong_calibration.
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1. Introduction

Artificial Intelligence (AI) models have achieved expert-
level performance in melanoma detection (International
Skin Imaging Collaboration, 2020). However, their clinical
adoption remains limited due to performance disparities
across demographic subgroups, including gender, race,
and age (Feng et al., 2023). These disparities are further
compounded by differences in melanoma incidence and
tumor presentation across the various subgroups (Shao
et al., 2022; Marchetti et al., 2021). Addressing these
challenges requires comprehensive model auditing strate-
gies that can identify and evaluate subgroup biases before

deployment.

One emerging field of AI auditing has been Fairness
Benchmarking, characterized by the development of rigor-
ous benchmarking protocols for model assessment under
different fairness settings (Han et al., 2023; Weerts et al.,
2023; Bellamy et al., 2018). Recent fairness benchmarking
methods on clinical data have primarily emphasized Group
Fairness, which ensures that AI models perform equitably
across different demographics. These works utilize a suite
of metrics related to the area under the receiver operating
characteristic curve (AUROC) to check for balanced predic-
tive ability across subgroups (Zong et al., 2023; Jin et al.,
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2024). However, while AUROC captures a model’s dis-
criminative power, it does not provide insight into whether
a model systematically over - or under - estimates subgroup
risk (Huang et al., 2020). Consider, for instance, a model
that predicts the success of vitro fertilization (IVF) – a pro-
cedure with variable efficacy designed to assist with concep-
tion. Even if such a model accurately classifies successful
versus unsuccessful treatments, its clinical utility dimin-
ishes if it consistently mispredicts the likelihood of a live
birth. Underestimation can increase psychological distress
for patients, which in turn impacts specific stages of the
IVF process (Zanettoullis et al., 2024). Conversely, over-
estimation can foster false hope and result in the oversight
of critical pre-procedure interventions (Krotz). To address
this limitation, we include an additional metric focused on
calibration, which quantifies the degree to which a model’s
average predicted probabilities align with observed event
rates (Huang et al., 2020).

Selecting an appropriate calibration metric is critical, as
different approaches exhibit different sensitivities to sub-
group sizes (Janková et al., 2020; Zhang et al., 2021).
Moreover, the choice of relevant subgroups can impose
additional biases onto the calibration framework. In order
to address these shortcomings, we incorporate a calibra-
tion method based on an adaptive-score Cumulative Sum
(CUSUM) test as one of our benchmarking tools (Feng
et al., 2023). This method enables efficient detection of
miscalibration across all subgroups present in the audit
dataset, without being restricted to a predefined or lim-
ited set of candidate subgroups.

This study evaluates the performance of a state of the
art skin cancer detection classification algorithm, winner
of the ISIC 2020 Challenge (hereafter ADAE) (Ha et al.,
2020), in comparison to the second- and third-place mod-
els (hereafter 2nd Place and 3rd Place, respectively) (Pan,
2020; Rota, 2020) when applied to two datasets of varying
sizes with a specific focus on subgroups defined by sex, race
(represented in this study by Fitzpatrick Skin Tone; FST
hereafter), and age - specifically, one dataset contains each
patient’s sex and age, while the other contains all 3. More-
over, we account for intersectionality (i.e., patients span-
ning multiple subgroups) when evaluating for both AUROC
and calibration. The intersectional AUROC analysis is per-
formed by comparing the discrimination of the model be-
tween combinations of demographic subgroups, using the
DeLong test to assess statistically significant differences in
AUROC between and within these combinations. Intersec-
tional calibration analysis is done by applying a score-based
CUSUM test and Variable Importance plots (hereafter VI
plots) to detect and explain miscalibration across combi-
nations of demographic subgroups without requiring prede-
fined subgroup lists. Our experimental results demonstrate
that existing models perform comparably to the baseline

when applied to datasets with previously unobserved risk
factors, a finding that corroborates other benchmarking
studies in this domain. Additionally, through our CUSUM
calibration test we show that the inclusion or exclusion of
patient risk factors results in variations in the model’s cal-
ibration, such as certain risk factors being well calibrated
when included and not calibrated when excluded.

Section 2 reviews related work, Section 3 describes our
methodology, Section 4 presents our empirical study and
its results, and Section 5 summarizes these results.

2. Related Work

2.1 Fairness in Medical Imaging

A substantial body of literature focuses on defining fairness
for algorithmic decision-making systems in healthcare (Chin
et al., 2023; Grote and Keeling, 2022; Bærøe et al., 2022).
In this context, fairness is often delineated along two prin-
ciple dimensions: group fairness and individual fairness.

Individual fairness seeks to guarantee that similar pa-
tients – such as ones based on relevant clinical features
– receive similar predictions or treatment recommenda-
tions (Dwork et al., 2011). It aims to uphold the prin-
ciple of personalized equity at the cost of a pre-defined
similarity metric between individuals, which can be highly
nuanced and challenging to obtain (Jui and Rivas, 2024).
Given these considerations, we present two frameworks -—
group fairness and calibration -— that we believe are most
suitable for decision-making systems in healthcare due to
their greater flexibility and relaxed assumptions regarding
data structure.

Group fairness aims to ensure equitable outcomes
across socially salient groups, such as those defined
by race, gender, or socioeconomic status, by enforcing
independence between a model’s predictions and the sen-
sitive attribute (Hutchinson and Mitchell, 2018; Calders
et al., 2009; Feldman et al., 2015). Group fairness can
be measured using many similarity metrics, such as the
classification or misclassification rate of a predictive model
amongst different subgroups (Kusner et al., 2018; Hardt
et al., 2016); additionally, some definitions of group
fairness do not focus on one metric but are designed to
allow for a metric of the user’s choosing (Lahoti et al.,
2020). However, efforts to enforce group fairness can
introduce trade-offs with model accuracy, particularly
when there are underlying disparities in data representa-
tion or label quality. In clinical contexts, such trade-offs
carry the risk of violating core bioethical principles such
as non-maleficence and beneficence (Beauchamp, 2003;
Zafar et al., 2017), by exacerbating disparities in care
or introducing harm to less-marginalized populations.
Additionally, group fairness metrics are often grounded
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in statistical measures, which not only impose inherent
limitations but can also lead to mutual incompatibilities
among fairness criteria (Kearns et al., 2018; Kleinberg
et al., 2016). These factors make the choice of group
fairness metric(s) imperative, as it must be done in a way
that does not exacerbate the problems that are trying to
be mitigated. Motivated by standard model evaluation
techniques from clinical contexts (Hong et al., 2023; Alba
et al., 2017), we expand our benchmark to not only include
group fairness metrics related to AUROC, but calibration
as well (Note: in line with these techniques, we refer
to our AUROC-based analysis as Model Discrimination
and our calibration-based analysis as Model Calibration
hereafter).

2.2 Calibration

Calibration is achieved in an AI model when the predicted
probability of the model corresponds to the observed event
rate. In other words, an AI model is calibrated when, given
a population of people, the difference between its estimate
and the true outcome is small. Different methods in the lit-
erature look to achieve this in different ways while also ad-
dressing issues such as variance in subgroup sizes and inter-
sectional group memberships. Specifically, Hébert-Johnson
et al. (2017) created an influential method that asks for
calibration not only on the entire population, but within
specific subgroups as well. Other methods since then look
for a similar type of strong guarantee (Kim et al., 2019; Luo
et al., 2022). However, rather than checking for calibration
amongst every subgroup, this method only checks over a
predefined list of subgroups; additionally, these methods
each require a high sample complexity in order to achieve
any statistical guarantees over these subgroups. Feng et
al. define their specific CUSUM test for Model Calibration
in a way that allows an auditor to quickly check for mis-
calibration among all subgroups that appear in the audit
dataset and is not limited to a small set of candidate sub-
groups. This test for strong calibration is also done in one
pass of the data. The VI plots that are included as an anal-
ysis tool in this method also help to identify when multiple
subgroups could be the cause of miscalibration, address-
ing the issue of intersectional group memberships. These
latter two reasons in particular are a significant advantage
over methods that only allow for the test of a handful of
subgroups at a time. This method also does not require as
many samples to guarantee strong calibration as its con-
temporaries, which typically ask for at least tens or even
hundreds of thousands of samples.

2.3 Fairness Benchmarking

There is growing interest in developing standardized
benchmarks for assessing AI models in a trustworthy,

reproducible, and cross-disciplinary way. Current bench-
marks emphasize the most widely-used fairness metrics
and algorithms in literature (Han et al., 2023; Weerts
et al., 2023; Bellamy et al., 2018). In the medical domain
specifically, recent benchmarking efforts have primarily
used Model Discrimination to highlight disparities across
models. For example, Zong et al. (2023) evaluated a
diverse set of models across multiple data modalities (e.g.,
X-ray, dermatology images, MRI) and explored various
model selection strategies using fairness metrics centered
around AUROC. Jin et al. (2024) expand upon their work
to include the Dice Similarity Score, though its utility is
limited to segmentation tasks in computer vision. Our
work builds upon these foundations by introducing a
complementary perspective: evaluating the role of calibra-
tion metrics in fairness assessment. While AUROC-based
analysis is a helpful and intuitive way of comparing and
understanding model performance, this type of analysis
reveals no information about the calibration of these
models. Calibration enhances the utility of a model’s
predictions by ensuring that the predicted probabilities
are meaningful and actionable. Without a method for
measuring and comparing the calibration of these models,
catastrophic decisions could be made in any process that
relies on these predictive values.

3. Methodology

3.1 Datasets

The first dataset used in this experiment is the ISIC 2020
Challenge dataset (International Skin Imaging Collabora-
tion, 2020; Kurtansky et al., 2024; Rotemberg et al., 2021).
The Society for Imaging Informatics in Medicine and the In-
ternational Skin Imaging Collaboration (SIIM-ISIC)’s 2020
Melanoma Classification Challenge is hosted on Kaggle and
uses a convenience test set of 10,982 public dermoscopy im-
ages from six dermatology centers (Barcelona, Spain; New
York, United States; Vienna, Austria; Sydney, Australia;
Brisbane, Australia; Athens, Greece). The AUC scores for
the challenge’s final leaderboard were computed over a pri-
vate, held-out portion of the dataset, while the AUC scores
in this study were computed over the whole dataset. The
full dataset includes 10,982 participants, with 43% identi-
fying as women and 51.6% under the age of 50.

The second dataset is the PROVE-AI dataset (Marchetti
et al., 2023), comprised of 603 images prospectively col-
lected at the Memorial Sloan Kettering Cancer Center
(MSKCC), 95 of which are of melanoma. The dataset
included 603 Participants (53.7% Women, 49.1% Under
the age of 65). Due to the lack of samples from FSTs 4-6,
we focus our evaluation on FSTs 1 and 2. However, our
analysis is extendable to datasets with sufficient samples
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for these groups.

3.2 Selected Methods

In total, 3308 teams participated in the SIIM-ISIC 2020
challenge (Kurtansky et al., 2024). To better understand
the performance of the highest ranking approach on the ex-
periments we designed, we also included the next 2 highest
ranking approaches in our analysis. Detailed descriptions
of the 3 highest ranking approaches are given below. To
ensure that each method runs correctly, they were tested
on the SIIM-ISIC 2020 data according to their respective
publicly available scripts on GitHub1 2 3. To test the dis-
criminative ability and the calibration of each model when
being used on a population different from the one it was
trained on, we did not re-train the models on the PROVE-
AI dataset and instead simply performed inference with the
ISIC weights.

3.2.1 All Data are Ext (ADAE) (1st Place, Ha et al.
(2020))

ADAE was the top-performing algorithm in the SIIM-ISIC
2020 challenge, achieving an overall AUROC of 0.9490.
It employs an ensemble of eighteen Convolutional Neural
Network (CNN) models—each trained across five valida-
tion folds, resulting in 90 sets of model weights. Sixteen
of these models are based on the EfficientNet architecture,
while two use ResNet. Additionally, four of the Sixteen Ef-
ficientNet models incorporate clinical metadata, including
age, sex, anatomic site, and image size. Training sets from
previous years of the challenge were included in the training
process to mitigate class imbalances within the ISIC 2020
training set. Multiple image augmentations were also ap-
plied to prevent overfitting to the training data. The train-
ing involved a 5-fold cross-validation process, with the final
model being an ensemble of these cross-validated models.

3.2.2 2nd Place, Pan (2020)

This method utilized an ensemble of fifteen EfficientNet
models each trained using five-fold cross-validation. Data
augmentation techniques were applied during training to
reduce the risk of overfitting. The method was initially
trained on the 2019 challenge dataset, followed by training
on the combined 2019 and 2020 challenge datasets. How-
ever, unlike ADAE, this method did not use any metadata
during the training process.

1. ADAE: https://github.com/ISIC-Research/ADAE
2. 2nd Place: https://github.com/i-pan/kaggle-melanoma
3. 3rd Place: https://github.com/Masdevallia/3rd-place-kaggle-

siim-isic-melanoma-classification

3.2.3 3rd Place, Rota (2020)

This approach employed an ensemble of eight Efficient-
Net models, each trained using different combinations of
input image resolutions (256, 384, 512, and 768). Train-
ing also incorporated data from prior years of the challenge
(2017–2019), along with hair augmentation techniques and
patient metadata. Unlike the other two methods, no cross-
validation was performed on any of the models.

3.2.4 Expected Risk Minimization (ERM) (Vapnik, 1999)

In line with other benchmarking work (Zong et al., 2023),
we also include a standard ERM algorithm that serves as a
baseline to compare performance. For the ERM baseline,
we used a ResNet-18 architecture with cross-entropy loss,
trained from scratch using the Adam optimizer. Hyper-
parameters were selected via Bayesian optimization, with
the search space including learning rates in the range [1 ×
10−5, 1 × 10−3], weight decay values of 1 × 10−4 and
1 × 10−5, and batch sizes of 256, 512, and 1024. No
data augmentation techniques were applied and no meta-
data was incorporated into the training process. We held
out 10% of the ISIC 2020 training data as a validation set,
which was used for model selection and early stopping. The
final configuration uses a learning rate of 1.475×10−4, se-
lected after being trained for 30 epochs with a batch size
of 256. Model Selection was done based on the model that
minimized validation loss.

3.3 Metrics and Evaluation

3.3.1 Choice of Calibration Metric

Feng et al. (2023) reframe strong calibration as a Score-
Based CUSUM test that indicates if there is at least one
subgroup that is miscalibrated in a dataset (Feng et al.,
2023). Let p̃ : X 7→ [0, 1] be the risk prediction algorithm
and p0 : X 7→ [0, 1] be the true event rate over some do-
main X ∈ Rd, where d is the number of features. For
some pre-specified tolerance level δ, define a poorly cali-
brated subgroup as Aδ = {x ∈ X : |p̃(x) − p0(x)| > δ}.
An AI model is strongly calibrated if there is no individual
from a dataset that is mis-calibrated.

Suppose the dataset is composed of n independent
and identically distributed (i.i.d) observations with sam-
ples xi ∈ X and binary outcome Yi for i = 1, ..., n. Let
p̂ : X 7→ [0, 1] be the AI model being audited, and let
p̂δ(xi) = [p̂(xi) + δ][0,1] be its prediction on a sample
xi. Feng et al. (2023)’s method involves partitioning the
dataset into two groups of size n1 and n2 respectively. n1
samples are used to train a group of K models to predict
the true event rate p0(X) of each sample (these models are
called residual models in the original paper). These mod-
els are trained on the metadata and predictions from p̂ for
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each sample. The remaining data is used to calculate a
potential test statistic using the product of the differences
in the observed and predicted values of the residuals, rep-
resented as (Yi − p̂δ(xi)) and (p̂0(xi)− p̂δ(xi)) respectively.
Specifically, the chosen test statistic is given by

T̂
(split)
n,> = max

k=1,...,K

1
n2

n∑
i=n1+1

(Yi − p̂δ(xi))ĝλ,k(x)1{ĝλ,k(x) > 0}

(1)

where ĝλ,k(x) = (p̂0(x)−p̂δ(x)) are the predicted resid-
uals from the kth residual model. A model is said to be
miscalibrated if the largest of these k test statistics exceeds
a threshold.

In addition to this CUSUM test, this method uses Vari-
able Importance plots that are generated by measuring how
much the test statistic changes when the features that the
residual model was trained on are modified. The most im-
portant features are the ones that greatly change the final
result of the test when they are modified. Through this
two-part process of first using the CUSUM test to check
if there is at least one miscalibrated group, then using the
Variable Importance plots to see which groups they may be,
this method is able to circumvent the issues of subgroup
imbalance and multi-group membership that are often seen
in calibration problems.

In order to improve the estimate of the true event rate,
we provide intermediate feature embeddings from each p̂
being audited as part of the training data to these residual
models. For example, when auditing ADAE on the ISIC
2020 dataset, each sample used to train the residual models
contained the original metadata as well as intermediate
feature embeddings that were extracted while ADAE was
making predictions on the ISIC 2020 test set.

3.3.2 Statistical Analysis

Model discrimination was summarized with AUROC, which
is a commonly used metric for clinical binary classification.
We evaluate the participating models from two aspects of
AUC:

1. Utility: AUC gap across different models on the same
subgroup (i.e. comparing the AUC of ADAE to that of
2nd Place for women); and

2. Group Fairness: AUC gap between different subgroups
that were evaluated by the same model (i.e. comparing
the AUC of women under 50 to that of men under 50
for ADAE).

For each form of analysis, we use Delong’s test (De-
Long et al., 1988). DeLong’s test is a statistical method
used to compare the AUROC curves of two or more models.
This test helps determine if there is a significant difference

between the AUROC values of the models, which can in-
dicate whether one model performs better than another in
terms of classification accuracy and discriminative ability.
The test is based on the Mann-Whitney U statistic (Mann
and Whitney, 1947), which is equivalent to the empirical
AUROC (Bitterlich et al., 2003). It involves calculating the
variance of the AUROC and using it to assess the statistical
significance of the difference between the AUROC values
of the models.

DeLong’s test for uncorrelated ROC curves was used
for utility analyses, and DeLong’s test for correlated ROC
curves was used for group fairness analyses. The corre-
lated version of DeLong’s test for AUROC is used when
the same data is used to generate both AUROC curves.
It assumes that the predictions from the two models are
correlated because they are based on the same data. On
the other hand, the uncorrelated version of DeLong’s test
is used when different sets of data are used to generate
the AUROC curves. It assumes that the predictions from
the two models are independent because they are based on
different sets of data.

The chosen level of significance was 0.05, and analyses
were performed in R (R Core Team, 2021).

4. Results

In this section, we first present our results on each dataset
for Model Discrimination, followed by Model Calibration
(Sections 4.1 and 4.2, respectively).

4.1 Model Discrimination

4.1.1 ISIC 2020

Table 1 summarizes the performance of the four evaluated
models at a 95% sensitivity threshold. While all three ISIC
2020 challenge models outperformed the ERM baseline in
terms of AUROC, ADAE exhibited the highest number of
false positives across subgroups, suggesting a tendency to
over-diagnose.

Tables 2 and 3 present AUROC comparisons across de-
mographic subgroups. Differences in model discrimination
between the top three models were generally small and not
statistically significant (all p-values > 0.05), with only a
few subgroup comparisons showing marginal differences. In
contrast, all three models significantly outperformed ERM
across every subgroup, reinforcing their overall superiority
in discrimination performance.

These results indicate that while the top-performing
models are comparable in overall accuracy, their subgroup-
specific behavior—particularly ADAE’s lower speci-
ficity—warrants further scrutiny in clinical contexts.
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Table 1: Performance of the 4 models on the ISIC 2020 dataset, stratified by various demographic factors. The top 3
models outperform ERM overall. ADAE has a lower specificity than the other two models which may suggest that it
tends to over-diagnose patients at a higher rate.

Characteristic Total lesions Total Melanomas False Positives at 95% Threshold Sensitivity at 95% Threshold Specificity 95% Threshold AUROC
ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM

Overall 10982 261 3157 2469 2294 5864 95% 95% 95% 95% 71% 77% 79% 45% 0.949 0.949 0.953 0.866
Age

Under 50 5306 67 1601 1113 1427 3002 94% 94% 95% 97% 69% 79% 77% 43% 0.942 0.933 0.949 0.862
Over or Equal to 50 5676 194 1556 1356 867 2862 94% 95% 90% 94% 69% 75% 83% 48% 0.951 0.952 0.949 0.867
Sex

Female 4727 90 1307 1018 867 2452 93% 92% 91% 94% 72% 78% 81% 47% 0.946 0.940 0.952 0.872
Male 6255 171 1850 1451 1427 3412 96% 96% 97% 95% 70% 76% 77% 44% 0.951 0.954 0.953 0.863

Table 2: Difference in AUROC for each model on the ISIC 2020 dataset using DeLong’s correlated test. Significant (p
< 0.05, blue) and marginally significant (0.05 ≤ p ≤ 0.1, yellow) results are highlighted. The top 3 models all had
similar AUROCs on ISIC 2020, and all were much significantly better than ERM.

ADAE vs 2nd Place 2nd Place vs 3rd Place ADAE vs 3rd Place
Subgroup Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value
Everyone 0.001 (-0.007, 0.008) 0.856 -0.004 (-0.011 0.004) 0.333 -0.003 (-0.011, 0.004) 0.421

Men -0.003 (-0.011, 0.005) 0.493 0.001 (-0.009, 0.011) 0.856 -0.002 (-0.011, 0.007) 0.694
Women 0.006 (-0.008, 0.020) 0.435 -0.012 (-0.024, 0.001) 0.066 -0.001 (-0.019, 0.007) 0.379

Men, Age Over 50 -0.002 (-0.009, 0.006) 0.518 0.011 (-0.001, 0.022) 0.081 0.001 (-0.001, 0.019) 0.092
Women, Age Over 50 0.000 (-0.018, 0.018) 0.980 -0.012 (-0.026, 0.003) 0.115 -0.011 (-0.027, 0.004) 0.159
Men, Age Under 50 -0.001 (-0.026, 0.024) 0.945 -0.023 (-0.052, 0.006) 0.122 -0.024 (-0.053, 0.006) 0.114

Women, Age Under 50 0.018 (-0.002, 0.038) 0.075 -0.009 (-0.026, 0.008) 0.303 0.009 (-0.007, 0.025) 0.257
ADAE vs ERM 2nd Place vs ERM 3rd Place vs ERM

Subgroup Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value
Everyone 0.084 (0.065, 0.102) 0.000 0.083 (0.065, 0.101) 0.000 0.087 (0.068, 0.105) 0.000

Men 0.088 (0.066 , 0.111) 0.000 0.091 (0.07, 0.113) 0.000 0.09 (0.068, 0.112) 0.000
Women 0.074 (0.042 , 0.106) 0.000 0.068 (0.037, 0.1) 0.000 0.08 (0.048, 0.112) 0.000

Men, Age Over 50 0.09 (0.065, 0.114) 0.000 0.091 (0.069, 0.114) 0.000 0.081 (0.057, 0.104) 0.000
Women, Age Over 50 0.075 (0.031, 0.118) 0.001 0.075 (0.031, 0.118) 0.001 0.086 (0.045, 0.128) 0.000
Men, Age Under 50 0.086 (0.035, 0.136) 0.001 0.087 (0.033, 0.14) 0.002 0.109 (0.058, 0.16) 0.000

Women, Age Under 50 0.072 (0.03, 0.114) 0.001 0.054 (0.013, 0.095) 0.010 0.063 (0.016, 0.11) 0.009

Table 3: Difference in AUROC for each subgroup on the
ISIC 2020 dataset using DeLong’s uncorrelated Test. Each
comparison produced a difference that was not significant.

Model Subgroup Women AUROC Men AUROC P-value
ADAE Age Under 50 0.955 0.931 0.439

2nd Place Age Under 50 0.937 0.932 0.892
3rd Place Age Under 50 0.945 0.955 0.665

ERM Age Under 50 0.882 0.846 0.385
ADAE Age Over 50 0.942 0.955 0.486

2nd Place Age Over 50 0.941 0.956 0.465
3rd Place Age Over 50 0.953 0.946 0.646

ERM Age Over 50 0.867 0.865 0.955

4.1.2 PROVE-AI

Tables 5, 6, and 4 show the same respective analysis as
Tables 1, 2, and 3, but now applied to the PROVE-AI
dataset which unlike ISIC 2020 features information about
the Fitzpatrick Skin Tone (FST) of each patient.

The top 3 once again outperformed ERM, and on this
dataset we see ADAE has the best performance of the top 3
models in terms of False Positives, Specificity and AUROC.
At this 95% threshold ADAE had a higher specificity than
2nd Place (40% vs 26%) and 3rd Place (40% vs 10%). 3rd
Place was the model that had the most False Positives for
every subgroup. This may suggest that of these 4 models,

Table 4: Difference in AUROC for each subgroup on the
PROVE-AI dataset using DeLong’s uncorrelated Test. One
marginally significant (0.05 ≤ p ≤ 0.1, yellow) result was
produced from this test, with every other comparison pro-
ducing a difference that was not significant.

Model Subgroup FST I AUROC FST II AUROC P-value
ADAE Men 0.89 0.85 0.67

2nd Place Men 0.93 0.81 0.09
3rd Place Men 0.62 0.70 0.66

ERM Men 0.52 0.70 0.27
ADAE Women 0.82 0.77 0.76

2nd Place Women 0.77 0.72 0.64
3rd Place Women 0.58 0.64 0.74

ERM Women 0.67 0.74 0.58
ADAE Age Under 65 0.80 0.72 0.58

2nd Place Age Under 65 0.75 0.65 0.72
3rd Place Age Under 65 0.64 0.47 0.50

ERM Age Under 65 0.73 0.48 0.31
ADAE Age Over 65 0.86 0.83 0.76

2nd Place Age Over 65 0.83 0.80 0.84
3rd Place Age Over 65 0.71 0.77 0.64

ERM Age Over 65 0.72 0.73 0.94

ADAE is best equipped to perform on patients that are of
a different distribution than the one it was trained on.

Table 6 depicts the differences in AUROC model dis-
crimination between the risk models for all FST, sex and
age combinations considered. Here we see multiple signif-
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Table 5: Performance of the 4 models on the PROVE-AI dataset, stratified by various demographic factors. The
performance of each model is generally worse than it was on ISIC 2020. In particular, the performance of the 3rd Place
model is close to ERM, which is further exemplified in the other tables of this section.

Characteristic Total lesions Total Melanomas False Positives at 95% Threshold Sensitivity at 95% Threshold Specificity at 95% Threshold AUROC
ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM ADAE 2nd Place 3rd Place ERM

Overall 603 95 303 375 457 445 96% 96% 96% 96% 40% 26% 10% 12% 0.850 0.819 0.704 0.735
Age

Under 65 307 32 127 177 248 233 94% 91% 94% 97% 54% 36% 10% 15% 0.853 0.828 0.702 0.676
Over or Equal to 65 296 63 176 198 209 212 97% 98% 97% 95% 24% 15% 10% 9% 0.833 0.784 0.684 0.743
Sex

Female 324 32 163 170 201 179 94% 97% 97% 94% 44% 30% 12% 9% 0.804 0.770 0.647 0.720
Male 279 63 140 205 256 266 97% 95% 95% 97% 35% 21% 7% 17% 0.865 0.835 0.720 0.735

FST
I 46 16 19 27 33 35 100% 100% 89% 89% 49% 27% 11% 5% 0.856 0.874 0.628 0.568
II 333 57 171 214 253 243 94% 92% 96% 98% 39% 24% 10% 14% 0.831 0.790 0.694 0.723
III 202 19 101 123 154 151 97% 100% 100% 94% 41% 28% 10% 12% 0.871 0.835 0.739 0.800
IV 22 3 12 11 17 16 100% 100% 67% 100% 37% 42% 11% 16% 0.947 0.947 0.684 0.807

Table 6: Difference in AUROC for each model on the PROVE-AI dataset using DeLong’s correlated Test. Significant
(p < 0.05, blue) and marginally significant (0.05 ≤ p ≤ 0.1, yellow) results are highlighted. While ADAE has the best
overall performance, it and the other top models sometimes do not perform significantly better than ERM.

ADAE vs 2nd Place 2nd Place vs 3rd Place ADAE vs 3rd Place
Subgroup Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value
Everyone 0.031 (0.009, 0.053) 0.006 0.115 (0.055, 0.175) 0.0001 0.146 (0.087, 0.205) 0.00

FST I Men -0.044 (-0.169, 0.080) 0.485 0.311 (-0.021, 0.643) 0.066 0.267 (-0.061, 0.594) 0.110
FST II Men 0.044 (0.004, 0.084) 0.031 0.111 (-0.003, 0.225) 0.058 0.155 (0.054, 0.256) 0.003

FST I Women 0.045 (-0.169, 0.260) 0.678 0.197 (-0.065, 0.459) 0.140 0.242 ( 0.070, 0.415) 0.006
FST II Women 0.051 (0.006, 0.095) 0.026 0.077 (-0.069, 0.223) 0.302 0.128 (-0.0234, 0.279) 0.098

FST I, Age Under 65 -0.035 (-0.163, 0.092) 0.589 0.247 (-0.049, 0.543) 0.102 0.212 (-0.081, 0.504) 0.156
FST II, Age Under 65 0.065 (-0.002, 0.132) 0.057 0.057 (-0.093, 0.208) 0.454 0.122 (0.004, 0.241) 0.043
FST I, Age Over 65 0.038 (-0.128, 0.203) 0.657 0.225 (-0.087, 0.537) 0.157 0.263 (-0.035, 0.638) 0.084
FST II, Age Over 65 0.049 ( 0.006, 0.093) 0.027 0.096 (-0.022, 0.214) 0.110 0.146 (0.031, 0.260) 0.012

ADAE vs ERM 2nd Place vs ERM 3rd Place vs ERM
Subgroup Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value Difference in AUROC (95% CI) P-value
Everyone 0.115 (0.061, 0.169) 0.000 0.084 (0.033, 0.135) 0.001 -0.031 (-0.107, 0.045) 0.425

FST I Men 0.367 (0.131, 0.603) 0.002 0.411 (0.157, 0.666) 0.002 0.1 (-0.298, 0.498) 0.623
FST II Men 0.149 (0.059, 0.24) 0.001 0.105 (0.024, 0.186) 0.011 -0.005 (-0.143, 0.133) 0.938

FST I Women 0.152 (-0.219, 0.522) 0.423 0.106 (-0.112, 0.324) 0.341 -0.091 (-0.481, 0.299) 0.648
FST II Women 0.032 (-0.093, 0.157) 0.614 -0.019 (-0.144, 0.107) 0.771 -0.096 (-0.221, 0.03) 0.135

FST I, Age Under 65 0.2 (-0.112, 0.512) 0.209 0.235 (-0.059, 0.53) 0.117 -0.012 (-0.491, 0.468) 0.962
FST II, Age Under 65 0.233 (0.102, 0.364) 0.000 0.168 (0.043, 0.294) 0.009 0.111 (-0.072, 0.293) 0.234
FST I, Age Over 65 0.425 (0.195, 0.655) 0.000 0.388 (0.181, 0.594) 0.000 0.162 (-0.208, 0.533) 0.390
FST II, Age Over 65 0.047 (-0.051, 0.144) 0.348 -0.003 (-0.094, 0.089) 0.955 -0.099 (-0.221, 0.023) 0.112

icant differences in terms of model performance. Starting
with the comparisons of the top 3 models amongst them-
selves, ADAE has 4 significantly different results from 2nd
Place (Everyone, FST 2 Men, FST 2 Women, FST 1 Age
Over 65) and 5 from 3rd Place (Everyone, FST 2 Men,
FST 1 Women, FST 2 Under 65, FST 2 Over 65). In all
but 2 comparisons ADAE was the algorithm that had su-
perior AUROC, highlighting that although ADAE did not
perform as well on this dataset as on ISIC 2020, it still han-
dles this new data better than its two closest competitors.
Looking at the comparisons of the top 3 models to the
baseline shows that all 3 models drop in performance and
have multiple subgroups where their discrimination is not
significantly better than the baseline; 3rd Place especially
has performance that is not significantly better than ERM
in any way. This contrasts what was seen when doing the
same comparisons on the ISIC 2020 dataset, where each
model was significantly better than the baseline amongst
every subgroup, and suggests that 3rd Place having the
highest AUROC was most likely due to overfitting to the

ISIC data.
In terms of AUROC discrimination, there was no signif-

icant difference in performance between the different sub-
groups of FST 1 and 2. In Table 4, when stratified in
terms of sex we see AUROCs that range from 58% (3rd
Place, Women FST 1) to 93% (2nd Place, Men FST 1)
for FST 1, compared to 64% (3rd Place, Women FST 2)
and 85% (ADAE, Men FST 2) for FST 2 (All P-values >
0.05). When stratified in terms of age, we see AUROCs for
FST 1 that range from 64% (3rd Place, FST 1 under 50)
to 86% (ADAE, FST 1 Over 50), compared to 47% (3rd
Place, Under 50 FST 2) and 83% (ADAE, Over 50 FST 2)
for FST 2 (All P-values > 0.05). These results highlight
the poor performance of the 3rd place model, which we
explore further in the next section.

4.2 Model Calibration

Table 7 shows the calibration of various versions of the
ADAE model using the Score-based CUSUM test of Feng et
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al. We tested the calibration of the standard ADAE model
(ADAE, Full Ensemble) and two randomly selected two
EfficientNet models of the ADAE ensemble, one that uses
metadata as a part of the inference process (EfficientNet-
M) and one that does not (EfficientNet-NM). The inclu-
sion of the two EfficientNet models was done to determine
whether calibration was consistent across individual models
in the ADAE ensemble or if it varied depending on archi-
tecture and metadata usage.

Table 7: The results of Feng et al.’s calibration method on
various versions of the ADAE model. Overall, it is shown
across both datasets that ADAE is most likely miscalibrated
in terms of age more than any other feature, meaning that
if a person is to get a risk score too low or too high, their
age plays a factor in this mis-assignment. The original
risk prediction (’Prediction’) is ignored in our analysis since
the prediction is inherently tied to the outcome of this
calibration experiment.

Underestimation Overestimation
Model Dataset Test Statistic VI Ranking Test Statistic VI Ranking
ADAE ISIC 2020 8.45 Prediction (1)

Age (2)
127.33 Prediction (1)

Age (2)
Sex (3)
Location: Athens
(5)

PROVE-AI 9.51 Prediction (1)
Age (2)
Site: Lateral
Torso (3)
Sex (6)

9.26 Prediction (1)
Age (2)
Sex (3)
Site: Lower Ex-
tremity (4)

EfficientNet-NM ISIC 2020 14.04 Prediction (1)
Age (2)
Location: Athens
(3)
Sex (4)
Location: New
York (5)

21.15 Prediction (1)
Age (2)
Sex (4)

PROVE-AI 10.24 Prediction (1)
Age (2)
Sex (3)

10.53 Prediction (1)
Age (2)
Site:Upper Ex-
tremity (3)

EfficientNet-M ISIC 2020 13.63 Prediction (1)
Age (2)
Location: New
York (3)
Sex (4)

17.35 Prediction (1)
Location:
Barcelona (2)
Sex (4)

PROVE-AI 11.18 Prediction (1)
Age (2)
Sex (3)

11.04 Prediction (1)
Age (2)
Sex (3)
Site: Lower Ex-
tremity (5)

As part of Feng et al.’s method, an ensemble of Ker-
nel Logistic Regression residual models were trained on the
metadata for each respective dataset to predict the true
event rate for a given individual in that dataset. The eight
residual models evaluated in this experiment varied in their
hyperparameter configurations. The first four models used
a regularization strength of 1 × 10−3, with increasing val-
ues for the degree of the polynomial kernel approximation:
Model 1 used degree 2, Model 2 used degree 3, Model 3
used degree 4, and Model 4 used degree 5. The remaining
four models used a regularization strength of 1×10−2, with
the same structure: Model 5 used degree 2, Model 6 used
degree 3, Model 7 used degree 4, and Model 8 used degree
5. All eight models shared a maximum iteration limit of

2000, used L2 regularization to prevent overfitting, and ap-
plied no weighting to zero-labeled samples. Because ADAE
was trained previously, we dedicated all data in each respec-
tive dataset to training the residual models and testing for
strong calibration. Input features to the residual models
included demographic information that were available for
each dataset (Age and Sex for ISIC; Age, Sex and FST
for PROVE-AI) as well as the location of the lesion on the
body (Site) and the hospital that the image was collected
at (Location). To increase the accuracy of the residual
models, we also extracted intermediate features from each
model being tested and used those as additional features to
train the ensemble of residual models; in the figures below,
these intermediate features are labeled as Feature Embed-
ding (Number). We used the CVScore variation of this test
which performs cross validation by training residual models
on subsets of the data and testing for calibration on held-
out folds. Our tolerance level for calibration, denoted as δ
in the original paper, was set to 0 for all experiments. We
provide the technical details of this method in Section 3.

This test computes P-values using a Monte Carlo ap-
proach by simulating the distribution of a CUSUM-based
test statistic under the null hypothesis of perfect calibra-
tion. The P-value is then estimated as the proportion
of simulated test statistics that exceed the observed test
statistic. For each experimental result discussed below,
the P-value was 0.0 so we reject each null hypothesis and
assume there’s at least one, but possibly multiple, sub-
groups that are being either Overestimated (i.e. they have
a true risk lower than their predicted value) or Underesti-
mated (i.e. they have a true risk higher than their predicted
value).

4.2.1 ISIC 2020

Figures 1 and 2 respectively show the tests for overestima-
tion and underestimation in the ADAE model on the ISIC
2020 dataset. The most important features are shown in
ascending order on the y-axis of the Variable Importance
plots (Figures 1b and 2b). The importance of that feature
is defined as the drop in the test statistic after randomly
permutating the feature’s value, where a larger drop indi-
cates a more important feature.

Focusing first on overestimation, we see the test statis-
tic in Figure 1a quickly rise to a value multiple times higher
than that of the one seen in Figure 2a (127.33 vs. 8.45,
respectively). This difference in value is due to the dif-
ference in the number of samples used in each test; The
overestimation case only uses samples that produce posi-
tive predicted residuals to build the CUSUM Plot in Fig-
ure 1a, while the underestimation case uses samples with
negative residuals to do the same. These results suggest
that, in the ISIC 2020 dataset, the ADAE model is more
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prone to overestimating risk than underestimating it.
The case for ADAE overestimating a large number of

samples is further supported by the high number of False
Positives that we observed in Table 1. For underestima-
tion, we see in Figure 2a that there is an sharp rise in
the test statistic across all residual models, followed by a
slower increase. These results suggest that there is at least
one subgroup identified by the kernel logistic model that is
poorly calibrated. The VI plots in Figures 1b and 2b further
suggest that the most important features that character-
ize this poorly calibrated group are age and the original
risk prediction. The same features were listed as the most
important when running this method on EfficientNet-NM.
In the EfficientNet-M model however, age did not show
as a strong factor for overestimation, suggesting that the
inclusion of patient metadata in the training process may
help with controlling over-diagnosis due to age. Interest-
ingly, Both EfficientNet-M and EfficientNet-NM listed var-
ious Locations as a high cause for miscalibration while the
ADAE model did not list a location in the top 3 features.
This difference in the effect of location may be specific to
these ResNet models, but not to the other models that
make up the ensemble.

4.2.2 PROVE-AI

Figures 3 and 4 respectively show the tests for overesti-
mation and underestimation in the ADAE model on the
PROVE-AI dataset. Similar to what we saw with ADAE in
our Model Discrimination analysis, the AUROC of each
residual model in the ensemble decreased. Looking at
both figures, we see the test statistic quickly rise but then
smoothen out, suggesting again that there is one subgroup
identified by the kernel logistic model that is poorly cal-
ibrated. The VI plots in Figures 3b and 4b further sug-
gest that the most important features that characterize
this poorly calibrated group are age and the original risk
prediction. The same features were listed as the most im-
portant when running this method on EfficientNet-NM and
EfficientNet-M. All 3 models also on average listed Sex as
a higher cause for miscalibration in this dataset than in
ISIC 2020. Somewhat surprisingly, we do not see FST as
a strong factor of (mis)calibration.

5. Discussion and Conclusion

5.1 Summary of Results

Existing AI models tended to significantly improve dis-
criminative accuracy for melanoma compared to a baseline
Expected Risk Minimization (ERM) algorithm when
applied to two separate datasets, one from the ISIC 2020
Challenge, where the models were developed, and the
PROVE-AI dataset, which featured risk factors that were

not present in the former dataset. Prior models generally
performed worse on the PROVE-AI dataset, sometimes to
the level of ERM, with the best performance exhibited by
the ADAE model, which uses an ensemble of 90 models
to make predictions.

The model discrimination of ADAE, developed on data
from 3 previous ISIC challenges, was significantly better
than the other 2 models, developed on data from 2 pre-
vious challenges, when applied to the PROVE-AI dataset.
Due to differences in the distribution of each dataset, a de-
crease in performance as observed from the ISIC 2020 test
dataset to prospective studies, is expected. Another poten-
tial reason for the difference in performance could be the
inclusion of patient risk factors in PROVE-AI that was not
present in ISIC 2020, such as FST. Another possible expla-
nation might be an inadequate ability of existing models to
generalize to unseen data. Focusing on this last issue and
exploring the extent to which AI models can improve model
performance across sex, FST, and age groups, a baseline
AI model, ERM, was trained and validated using data from
a previous ISIC Challenge. Overall, ERM had better dis-
criminative performance on ISIC 2020 and experienced a
similar drop in performance to the other models when ap-
plied to the PROVE-AI dataset. When compared directly,
ERM sometimes offered even better performance than 2nd
Place and 3rd Place. These findings are consistent with
other studies suggesting that there can be limited bene-
fit in using more complex bias mitigation strategies over
ERM (Zong et al., 2023).

Poor discrimination was largely driven by the results in
the PROVE-AI dataset. Although event rates vary depend-
ing on an individual’s age, sex and FST, the ability of ADAE
to risk rank individuals was significantly weaker for FST 1
participants than for FST 2 participants for both sexes,
and for both age groups. This inaccurate risk assignment
for individuals has the potential for ineffective intervention,
where higher-risk individuals do not receive beneficial ther-
apy and lower-risk individuals are over-treated. However,
it is important to note this discriminative analysis of FST
is not complete due to the lack of available FST data for
types 5 and 6. Due to this, we refrain from making a
strong statement on the discriminative ability of ADAE on
the basis of race and instead leave this form of analysis on
a larger, more inclusive dataset as future work.

Using the calibration method of Feng et al., we see
that ADAE was surprisingly prone to overestimation on
ISIC 2020. ADAE also was calibrated well in terms of
FST on the PROVE-AI dataset. When examining two of
the ResNet-18 models that make up this ensemble, it was
shown that different predictive factors led to overestima-
tion and underestimation in the two models. This shows
that the inclusion or exclusion of patient metadata in the
training of an AI model does indeed play a role in the final
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calibration of the model, although more analysis needs to
be done to determine whether this role is overall beneficial
or harmful to the final result. Future work may look to
repeat this study with varying combinations of metadata
to gain a better understanding of what factors contribute
the most to model discrimination.

In terms of FST, more significant differences were ob-
served in terms of model discrimination than calibration.
This may be due to limited representation of darker skin
tones in the dataset, the relatively lower influence of FST
on predicted probabilities compared to features like age
and sex, or the calibration method’s sensitivity favoring
features with stronger statistical signals or larger subgroup
sizes. Each form of analysis can be caused by similar issues
during the model’s creation but can lead to different conse-
quences. Observing multiple differences in model discrimi-
nation and calibration implies that the subgroups included
in the model training not only require different amounts of
information to obtain accurate predictions, but also that
the way in which the model learns to predict based on
the information provided may favor one subgroup over an-
other. In terms of model discrimination, these two factors
could lead to differences in a model’s ability to distinguish
between positive and negative samples for a subgroup; an
example of this would be the difference in AUC observed for
FST 1 and 2 for 2nd Place in Table 3, which shows that 2nd
Place is significantly better at distinguishing benign cases
from malignant for FST 1 than it is for FST 2. In terms of
model calibration however, these two factors could lead to
unequal preventive measures being applied to a population.
As shown by the example in Section 1, overestimation of
risk can lead to unnecessary over-treatment; additionally,
underestimation of risk can lead to reduced access to care.

Although the best performing models in our study, par-
ticularly ADAE, demonstrate strong performance, they also
rely on large ensembles of deep neural networks, which re-
quire substantial computational resources for training and
inference. In contrast, the ERM baseline, which consists of
a single ResNet model trained without metadata, requires
significantly fewer resources and achieves competitive per-
formance in certain settings, especially on the PROVE-AI
dataset. This raises important questions about the trade-
off between computational cost and model performance.
In clinical settings, where real-time decision-making, lim-
ited hardware availability, and cost constraints are com-
mon, models that are computationally efficient may be
more practical—even if they offer slightly lower perfor-
mance. Additionally, simpler models are often easier to
validate, interpret, and maintain, which is critical for reg-
ulatory approval and clinical trust. Future work should
explore this tradeoff more explicitly by reporting metrics
such as training time, inference latency, model size, and
energy consumption. Such analysis would be valuable for

assessing the feasibility of deploying these models in real-
world healthcare environments, particularly in low-resource
or point-of-care settings.

Despite some of the results showing worse performance,
we do not ignore the potential that AI models provide in
this domain. Deep learning models have been highly ef-
fective in risk prediction because they can extract highly
complex, latent features in high-dimensional data sets. As
stated in the previous section, future work should look to
understand the effect that training a Deep Learning model
with different combinations of demographic (race, sex, and
age) and clinical (location, lesion type) information has on
its performance in our analysis. Other potential solutions
to the performance issues outlined in this section could be
a technique such as transfer learning (Zhuang et al., 2020),
where an AI model trained using data from one distribution
of people would be adapted to a second population with a
different distribution of demographics and clinical features.
Additionally, a technique such as federated learning could
be used to train multiple models at once with data from
multiple populations (Kaur et al., 2023).

5.2 Limitations

This study was designed to benchmark new and existing
techniques for comparing melanoma detection models. In
this section, we acknowledge some limitations.

First, we used Fitzpatrick Skin Type (FST) as a proxy
for skin tone in evaluating model fairness. However, we ac-
knowledge that FST is not equivalent to race. FST is a der-
matological classification based on skin’s response to ultra-
violet radiation and does not always capture the broader so-
cial, cultural, or systemic dimensions associated with racial
identity. Therefore, we caution against interpreting our
subgroup analyses as comprehensive assessments of racial
fairness. Future work should incorporate more nuanced and
demographic data to better understand and address racial
disparities in dermatologic AI systems.

Additionally, there was little to no FST data available
for 4 of the 6 categories. This prevented us from perform-
ing more comparisons of AUC, and therefore limited the
experimental results we obtained in terms of FST. Despite
this, the analysis we did with FST 1 and 2 did provide an
avenue for future work that can be explored further once a
more balanced dataset is available.

Along this same line of limitations, only two datasets
were used in this experiment. While this is equivalent to
the number of skin cancer datasets that were used in sim-
ilar benchmarks (Zong et al., 2023), this again highlights
how future work along this line can redo an experiment of
this type with more data and datasets in order to better
understand the performance of these top ranking models.

Another limitation lies in the heterogeneity of the eval-
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uated models. The top three ISIC 2020 entries differ not
only in ensemble size but also in underlying architecture
(e.g., EfficientNet vs. ResNet) and metadata usage. These
differences introduce confounding variables that make it
difficult to isolate the specific factors contributing to per-
formance or calibration differences. A more controlled com-
parison—e.g., training a single architecture under varying
conditions (with/without metadata, single model vs. en-
semble)—would help disentangle these effects. While such
an analysis may be beyond the scope of this study, ac-
knowledging this variability is important for interpreting
the results.

Furthermore, the models evaluated in this study
are large ensembles of CNNs trained across shared
cross-validation folds, each with varying parameters. In
particular, the ADAE model evaluated in this study is an
ensemble of 90 models (Eighteen CNNs each with Five-
fold cross validation), with and without metadata. While
this ensembling strategy likely contributes to stronger
performance, it also introduces complexity that may
obscure the behavior of individual models and complicate
interpretability. The shared cross-validation setup may
limit reproducibility and hinder a more granular under-
standing of how fairness manifests across the ensemble.
We address this by examining two models of this ensemble
in our calibration experiments, but we acknowledge that
future work could benefit from evaluating simpler or more
transparent base models to better isolate the effects of
discrimination and calibration techniques.

Finally, the limitations of the calibration method used:
the method assumes that residuals can be accurately pre-
dicted and that changepoints in residuals correspond to
poorly calibrated subgroups. If these assumptions do not
hold, the method’s reliability may be affected. Future work
could look at measuring the uncertainty of the predicted
residuals to ensure that the final results are as accurate as
possible.

Additionally, while this calibration method (based
on the CUSUM test and Variable Importance plots) is
designed to detect miscalibration across combinations of
demographic subgroups, our results consistently identified
only one subgroup as miscalibrated per test. This may
reflect limitations in the method’s sensitivity to intersec-
tional effects, especially when subgroup sizes are small
or when signal strength is diluted across overlapping
identities. Additionally, the datasets used in this study
may lack sufficient representation of certain intersectional
subgroups (e.g., older women with darker skin tones),
which could hinder the detection of nuanced calibration
disparities. Future work should explore calibration methods
with enhanced sensitivity to intersectional miscalibration
and apply them to larger, more demographically diverse
datasets to better capture these effects.

5.3 Conclusion

While AUROC-based discrimination measures are the more
popular way of comparing a model’s performance to an-
other, evaluating the calibration of its predictions is also
important, especially in clinical applications.

We conducted an extensive benchmarking of existing
melanoma detection models to better assess subgroup per-
formance in relation to dataset composition and subgroup
size. By evaluating Model Discrimination and Model Cali-
bration metrics, we identified key discrepancies and limita-
tions in the top 3 algorithms for the ISIC 2020 Challenge
with respect to fairness, demonstrating the promise of cal-
ibration as an auxiliary fairness metric for dermatology al-
gorithms.

Our findings indicate that existing models sometimes
perform to the level of a baseline model when applied to
datasets with previously unseen risk factors. Additionally,
the inclusion or exclusion of patient risk factors causes dis-
crepancies in the final performance of a model, although
more information is needed to determine exactly in what
way. These results highlight the continued need for more
extensive metadata collection from subgroups of interest
to achieve dermatologist-level classification performance in
this task. Overall, this study serves as a guideline for addi-
tional development and auditing of melanoma detection
models, as well as model discrimination and calibration
methods that can comprehensively evaluate them.
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(a) A control chart plotting cumulative score. Here, the ADAE model is being checked for overestimation on the ISIC 2020 dataset.

(b) Variable Importance Plot for the top 10 features.

Figure 1: A control chart and Variable Importance plot to check for subgroups who have their true risk overestimated
in the ISIC 2020 dataset.
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(a) A control chart plotting cumulative score. Here, the ADAE model is being checked for underestimation on the ISIC 2020
dataset.

(b) Variable Importance Plot for the top 10 features.

Figure 2: A Control Chart and Variable Importance plot to check for subgroups who have their true risk underestimated
in the ISIC 2020 dataset.
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(a) A control chart plotting cumulative score. Here, the ADAE model is being checked for overestimation on the PROVE-AI
dataset.

(b) Variable Importance Plot for the top 10 features.

Figure 3: A control chart and variable importance plot to check for subgroups who have their true risk overestimated
in the PROVE-AI dataset.
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(a) A control chart plotting cumulative score. Here, the ADAE model is being checked for underestimation on the PROVE-AI
dataset.

(b) Variable Importance Plot for the top 10 features.

Figure 4: A control chart and variable importance plot to check for subgroups who have their true risk underestimated
in the PROVE-AI dataset.
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